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ABSTRACT

The purpose of the study was to demonstrate the

feasibility of using a computer system to control the qual­

ity of self-paced training. An interactive, computer­

managed instruction (eMI) system was buil t to complement a

self-paced training course on BASIC language programming.

This system assessed students' work to determine their

statuses in an established module hierarchy and administered

pretests and posttests on the modules for which they had met

the prerequisi tes. The CMI system was highly human-eng i­

neered so that it could be used wi thout the presence of an

instructor. The system's mastery algor i thm was based on a

sequential probability test ratio intended to reduce test

lengths and testing time without sacrificing test reliabil­

ity.

The complete training package was used for teacher

training in two public school districts and one junior col­

lege for a period of approximately two months. During this

time, the CMI system recorded usage data which was per iod­

ically transferred to magnetic tape and mailed to the author

for analysis.



vi

Analysis of the specific usage data yielded the

following major results:

(1) The system was successful in assuring that

students worked through the module tests in accordance with

the learning hierarchy prescribed by the course developers.

(2) The system was generally successful in discour­

aging excessive test taking even though students were free

to repeat the computer-administered tests as often as they

liked.

(3) The mastery algorithm based on a sequential

probability test ratio was able to reduce test lengths sig­

nificantly on all tests except pretests on which examinees

were classified as masters.

(4) Test length reductions achieved by the sequen­

tial probability test ratio did not significantly impact the

criterion-referenced test reliability.

(5) The system was successful in collecting data

for cr iter ion-referenced item analysis, but assessment of

this data for evaluating the validity of the items was

inconclusive due to the small number of test administrations

for some modules and the lack of a qualitative definition of

a "good" criterion-referenced item in terms of its item

analysis results.
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PREFACE

This dissertation concerns a study on one aspect of

customer training at Digital Equipment Corporation. Digital

is a manufacturer of minicomputer components and systems and

is the author's employer. Al though this study was re­

str icted to customers of this specific company, the author

feels that most other computer manufacturers face or will

soon face similar customer training problems.
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Chapter 1

THE PROBLEM AND ITS SETTING

The Evolution of Customer Training
at Digital Equipment Corporation

Digital Equipment Corporation sold its first compu-

ters in 1961 and offered its first customer training courses

in 1962. These cour ses were conducted in the basement of

the company's manufactur ing fac il i ty in Maynard, Massachu-

setts. Today, Dig i tal offer s over 100 customer tr aining

courses that are available in six regional training centers

in the Uni ted States and eleven centers in other parts of

the world.

In the past few years, three factors have heavily

influenced the evolution of customer training at Digital:

(1) drastic decreases in the costs of minicom­
puter systems due to new technologies,

(2) significant increases in the costs of cus­
tomer training due to inflation, and

(3) elimination of "previous computer experience"
as a prerequisite for using many of Digital's
newer systems.

Even with the regional training centers, the first two

factors often make it financially unfeasible for some cus-

tomers to send their employees to a Digital facility for



training.
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For example, a company that buys a $10,000 mini-

computer system cannot be expected to spend several hundred

dollars to cover tuition, travel, and per diem expenses for

each employee that they wish to train to use that system.

The third factor has created a large class of users who do

not have the prerequisite skills for Digital's standard

courses, even though their employers may find it financially

feasible to send them to a Digital facility for training.

In 1975, Digital began developing self-paced in-

struction (SPI) courses to deal with these evolutionary

factors. These courses are written in a modularized, cri-

terion-referenced format similar to that developed by Robert

Mager (1974). Many of these courses use audiovisual media

for delivering instruction, and all are designed for use in

an on-the-job customer environment without requiring the

presence of a Digital instructor. This dissertation deals

with one approach to controlling the quality of these self-

paced customer courses.

Statement of the Problem

The introduction of self-paced training has created

numerous quality control problems.

problems at Digital are:

The three most visible

(1) it is di ff icul t to control the sequence in
which students work through learning modules,
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(2) it is difficult to assure that students mas­
ter the obj ectives in each module that they
study, and

(3) it is difficult to get accurate feedback on
the use of the training program.

This research involved the development, implementation, and

evaluation of a computer-managed instruction (CMI) system to

address these problems. This CMI system runs on a broad

range of computer systems manufactured by Digital Equipment

Corporation to make it usable in the largest possible number

of customer environments.

system:

On a functional level, the CMI

(1) directs students on which
next based on their test
defined course structure,

module
results

to study
and the

(2) generates, administers, and scores pretests
and posttests on each learning module, and

(3) collects data on the use of the training pro­
gram.

The first subproblem. The first subproblem was to

develop a workable CMI system that could be customer-

installed and used by computer-naive learners. These qual-

ities were essential for keeping the cost of the system low

and for making it a viable tool for introductory self-paced

courses. Another aspect of this subproblem was to implement

a scheme for gathering system usage data from customer sites

for analysis.
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Th~~~~Q.!!S!_"§'~~!.QE.l~!!!. Se 1 f-paced cour ses are

usually divided into a series of modules that are arranged

in a specific learning hierarchy. Learners can misuse these

courses by studying the advanced modules before master ing

the prerequisite ones and taking tests over and over without

studying in between. The second subproblem was therefore to

design the CMI system so that learners were forced to work

through the modules in the prescribed hierarchy and so that

excessive test taking would be discouraged.

The third subproblem. Learners can also misuse the

tests that are included in industrial SPI course packages by

hurrying through them. They may skip the tests entirely,

read the tests and look at the answer s simul taneously, or

take the tests once, check their answers, and move on with­

out really trying to understand why they answered certain

items incor rectly. Wor king on the assumption that these

behaviors occur because learners like to get through tests

as quickly as possible, the third subproblem was to design

the CMI system so that its use required a minimum amount of

time.

The fourth subproblem. When test lengths are re-

duced to minimize testing time, reliability is usually

sacr ificed. The four th subproblem was therefore to imple­

ment an algor i thm that maintained reliabili ty wi th short
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tests, and to devise and implement a scheme for assessing

the validity of this algorithm.

The fifth subproblem. The fifth subproblem was to

devise and implement a scheme for assessing the validity of

the CMI system's test items. This was necessary because all

of the reliabili ty data assumed that each test item was an

equivalent, valid measure of one of the course's objectives.

Research Questions

Five research questions were formulated that relate

respectively to each of the five subproblems.

The first guestion. How well did the entire quality

control system operate?

This question was addressed from five points of

view:

(1) How easy was it for customers to install the
CMI system?

(2) What problems, if any, did learners have in
using the CMI system?

(3) How reliable was the software?

(4) What percentage of students who began the
course actually completed it?

(5) How easy was it to collect data on the sys­
tem's usage?
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Was the CMI system effective

in controlling the sequence in which learners studied the

course modules and in discouraging excessive testing?

This question was addressed by analyzing chronologi-

cal test history data. This data provided information on

the order in which each learner went through the course

modules and the elapsed times between each test.

The third question. Did use of the CMI system

require a minimum amount of time?

This question was addressed by analyzing records of:

(1) the amount of time that each learner spent
on-line,

(2) the number of times that each learner used
the CMI system,

(3) the amount of time that each learner spent
taking tests,

(4) the number of tests that each learner took,
and

(5) the number of items administered on each
individual test.

Was reliability maintained

when short tests were administered?

The CMI system employed a sequential probability

test ratio to reduce the number of items necessary to deter-

mine a learner's mastery state on each module. This algo-

rithm terminated testing whenever decisions on student

mastery could be made wi th specified levels of certainty.
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To assess the val id i ty of this algor i thm, every fi fth test

was extended to a long test of 30 items, and the mastery

decisions made on these extended tests were correlated with

those made on the shorter versions.

The fifth question.

tered by the system valid?

Were the test items adminis-

This question was addressed by analyzing criterion-

referenced i tern analysis data. The number of times that

each al ternative was chosen was tallied for each test item

in four categories:

(1) pretests on which mastery decisions were
made,

(2) pretests on which non-mastery decisions were
made,

(3) posttests on which mastery decisions were
made, and

(4) posttests on which non-mastery decisions were
made.

These data allowed the computation of pretest/posttest and

master/non-master discrimination indices.



8

Chapter 2

REVIEW OF RELATED LITERATURE

Availability of Related Literature

There are several subject areas that relate to this

study. The most prominent of these are:

(1) the evaluation of self-paced instruction
(SPI) ,

(2) criterion-referenced testing (CRT),

(3) computer-assisted testing (CAT),

(4) computer-managed instruction (CMI), and

(5) the application of SPI, CRT, CAT, and CMI to
industrial training.

Most of the more recent Li.terature in the first area is

subsumed under CRT and CAT, and a considerable amount of

literature is available on these areas (Heines, 1975).

Literature on CMI is more scarce, possibly because this

application is even newer than the first three.

Literature on the fifth area, however, is virtually

non-existant. Of the approximately 235 articles publ ished

in Training in the 18 month period ending March 1978, only

five dealt with self-paced or individualized instruction,

including one entitled, "Let's Jump Off the Individualized
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Instruction Bandwagon" (Maginn, 1977). (This periodical is

widely distr ibuted to professionals in industr ial training

organizations.) The only time that this per iodical dis­

cussed the use of computers in training during this period

was in a lO-page "Special Report: Computer-Assisted Instruc­

tion" (McLagan et al., 1977). Not one of the subarticles in

this section described a fully operational system, and the

14 item "reader's starter list" for addi tional information

included such general works as an IBM User's Guide, a book

on man-computer dialogues, a book entitled Computing Machin­

~!.Y~.!!SLln!el.!.i9.~nc~, and an article on the historical

development of CAl. Again, no descr iptions of existing,

operating systems were referenced.

The above statements should not be construed to

indicate that the author believes that such systems do not

exist. Rather, they simply are not often discussed in the

1 iter a ture. This lack of 1 iter ature on ind ustr ial appl ica­

tions may exist because industry is just beginning to apply

these techniques, because ind ustr ial tr ainer s are not as

heavily motivated to report their work as academicians are,

and/or because much of the information on industrial train­

ing is proprietary.

The second problem, the lack of publishing by indus­

tr ial trainers, may be lessening. The Association for the

Development of Computer-based Instructional Systems (ADCIS)

has just recently formed a Special Interest Group in
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Computer-Based Training. This group publishes a quarterly

newsletter which reports on instructional computer applica­

tions in business, government, and industry. Several arti­

cles in the three newsletters published to date are refer­

enced in this literature review.

The Evaluation of Self-Paced Instruction

The problem of evaluating a large group of students

moving through individualized material at different rates

became immediately apparent with the introduction of " a udio­

tutor ial" instruction by Postlethwai t in 1962. Postleth­

wait's evaluation model required that students be paced for

weekly quiz sessions and that they meet at a specific time

to take exams. Butzow and Pare (1972) modified this ap­

proach to allow students greater freedom of scheduling.

Their model did not require students to work at any specific

pace, but simply obliged them to fulfill a criterion­

referenced grade contract by the end of one semester (Pare,

1973).

Both of these evaluation models used manual tech­

niques for administering, evaluating, and recording student

examina tions. He ines (1974) extended the latter model by

implementing a computer-managed instruction system to evalu­

ate some aspects of the audio-tutorial program and provide

qual i ta tive data on student per formance. Most SPI eval u-
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ation systems now use some sort of computer processing to

handle one or more facets of the eval uation process. Dis-

cussion of these systems is therefore included in the sec-

tions that follow.

Criterion-Referenced Testing

Cr iter ion-referenced testing

(CRT) differs from norm-referenced testing (NRT) in the

following way:

Norm-referenced measures are those which are used
to ascertain an individual's performance in rela­
tion to the performance of other individuals on
the same measuring device. Criterion­
referenced measures [are used] to ascertain an
individual's status with respect to some crite­
r ion, i. e., per formance standard. (Popham and
Husek, 1969)

Glaser (1963) adds that NRT provides "information about the

capabil i ty of a student compared wi th the capabil i ties of

other students", while CRT provides "explicit information on

what the individual can and cannot do".

Cox (1971) feels that "it is possible for a single

test to yield both norm-referenced and criterion-referenced

information". This posture appears to oppose that held by

Glaser, who feels that the choice of items di fferentiates

test design. Many researchers (Adams, 1974; Cox, 1971;

Glaser, 1973; and Popham and Husek, 1969) do agree, however,

that tradi tional item analysis information (difficul ty and

discrimination indices) and test characteristics (reliabi-
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lity and validity) have different meanings in CRT than they

do in NRT. That is, decisions on the value of a given item

or the worth of a given test would be different in the two

applications.

For example, Cox and Glaser both note that NRT items

must discriminate between individuals on a single test.

Therefore, items with difficulty levels of 1.00 or discrim­

ination indices of 0.00 are useless in a norm-referenced

test. A criterion-referenced test, however, is designed to

be "generally difficult for those taking it before training

and generally easy after training" (Glaser, 1963). There­

fore, items that are useless in a norm-referenced test could

be retained in a criterion-referenced test if they are

generally answered correctly after training but generally

answered incorrectly before, i.e., if they provide pretest/

posttest discrimination.

The Dichotomous Outcomes Model. The ideal CRT is

one which yields a single, unambiguous answer to the ques­

tion: "does the learner possess the skill being tested?"

This ideal is described by Adams (1974) as the "Dichotomous

Outcomes Model" (DOM). In this model, a learner may be

either in the mastery state or the non-mastery state, exclu­

sively. On an ideal, valid test item, all learners in the

mastery state will always give correct responses, and all
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learners in the non-mastery state will always give incorrect

responses.

The DOM implicitly demands 100% correct performance,

but this goal is unattainable in an imper fect wor ld wi th

imper fect measur ing instruments. Meskauskas (1976) states

that II c o ns i d e r a t i o ns of measurement error essentially always

resul t in the adoption of standards that demand less than

the model seeks II • Adams acknowledges this limitation by

remarking that an lIerror of testing occurs whenever learner

performance on an item does not reflect his true competence

in the trait in question ll
•

Thus, Adams points out that two types of errors can

occur. One type of error occurs when a learner who is in

the mastery state gives an incorrect response on a valid

item. The other type of error occurs when a learner who is

in the non-mastery state gives a correct response on a valid

item. The goal of the test designer is to minimize the

probabilities of these errors by requiring learners to

respond to a large enough number of test i terns to assure

reliabili ty, yet to maximize the cost effectiveness of the

testing procedure by keeping the number of items as small as

possible.

Do~~in-r~i~~~~£~£-!es!i~~. An important sibling

field to CRT is Domain-Referenced Testing (DRT). Hively

(1974a) differentiates the two as follows:
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The world of psychometrics may seem as a contrast
between Domain-Referenced Testing and Norm­
Referenced Testing. The distinction is essential­
ly the same as the one Robert Glaser made between
Norm-Referenced Testing and Criterion-Referenced
Testing. But the term "criterion" lends itself to
misinterpretation. It carr ies surpl us associa­
tions to mastery learning that are best avoided by
using the more general term "domain" instead.
Most people who talk about Cr iter ion-Referenced
Testing assume that the technology of Domain­
Referenced Testing exists, but they often do not
fully recognize what that would imply.

Hively further clarifies DRT theory with the diagram shown

in Figure 1.

[This author feels that the distinction between CRT

and DRT is most important when working with the cognitive

and affective domains, where the universe of target behav-

iors can indeed be abstract and infini te. In the psycho-

motor domain, the universe of target behaviors can usually

be more clearly defined and approach a concrete domain,

thereby minimizing the distinction between CRT and DRT for

these behaviors. The problem, therefore, might be seen as

the E!.~~i.siQ.!!. with which the target behaviors can be

stated.]

Hively (1974a) and Baker (1974) both emphasize the

importance of transfer in constructing items for inclusion

in a test domain. The goal of the DRT constructor, accord-

ing to Hively, is "to create an extensive pool of items that

represents, in miniature, the basic characteristics of some

important part of the original universe of knowledge ••. The

basic notions that guide this activity are those of general-
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SAMPLE OF TEST ITEMS PRESENTED
TO A PARTICULAR STUDENT ON A

PARTICULAR occAsloi,r
"'-;"- .-

Figure 1

HIVELY'S DOMAIN-REFERENCED TESTING MODEL

(after Hively, 1974b)
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ization, transfer, and subject matter structure" [emphasis

in original].

Decision analysis models. No matter how one ap-

proaches the task of criterion-referenced testing, the basic

goal remains the same: to devise a scheme that will classi-

fy learners as ei ther masters or non-masters on a set of

behaviorally-defined objectives. All such classification

schemes are subj ect to the two types of er rors descr ibed

during the discussion of Adams' work. Ferguson and Novick

(1973) have also discussed these errors in similar terms:

A Type I error occurs when an examinee has suffi­
cient proficiency in a skill but the outcome of
the testing suggests that he does not. A Type II
error occurs whenever the examinee, in fact, lacks
proficiency in a skill but on the basis of test
results is said to have sufficient proficiency.

For the purposes of this literature review, a decision

analysis CRT model is defined as any scheme that attempts to

identify the rates at which these errors occur and, prefer­

ably, one that also suggests a method for limi ting their

occurrence.

Millman (1974) proposes that allowance be made for

the error of testing by computing an "Uncertainty Band" to

help interpret test scores as follows:

UB
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where UB is the size of the raw score uncer-
tainty band,

N is the number of items in the domain,
n is the number of items in the test,

and
Po is the passing standard in percent

correct.

It is interesting to note that as the number of items in the

domain (N) approaches infinity, the term (N-n)/(N-l) ap-

proaches 1, and the above equation simplifies to:

UB = 2-)
Millman claims that "when scores fall outside of the Uncer-

tainty Band, correct decisions are made [on the learner's

mastery state] over 95% of the time".

Emrick (1971) approaches the problem from the other

side, i . e., given the er ror probabil i ties and test length,

what is the optimal passing standard? This model includes a

factor called the "Ratio of Regret", which is computed by

summing quantitative expressions of the Bayes risks associ-

ated with each of the two types of decision errors. Em-

rick's formula is:

K =
109~ + ~ x log (RR)

ab
log (I-a) (I-b)

where K

a

is the passing standard in percent
correct,

is the probability that a Type I error
will occur,
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b is the probability that a Type II
error will occur,

RR is the Ratio of Regret of Type I
errors to Type II errors, and

n is the test length in number of items.

Meskauskas (1976) concludes that:

Emrick's model seems worthwhile to pursue.
However, empirical quantification of the variables
is likely to be a difficul t and time-consuming
matter.

Ferguson (1971) has developed a Bayesian decision

analysis model for computing two cr iter ion scores, Po and

PI' each of which is a percentage of cor rect responses. A

learner is said to have "sufficient proficiency" (mastery)

on the skill being tested if his or her score is greater

than PO' and "insufficient proficiency" (non-mastery) if the

score is less than Pl. The area between Po and PI is simi-

lar to Millman's Uncertainty Band. The probabil i ties of

Type I and Type II errors in this model are respectively

expressed as a and b as in Emr ick' s model. This model is

based on the pr inciples of a sequential probabil i ty test

ratio (Wald, 1947).

The beauty of Ferguson's model is that it allows the

test administrator or developer to assign values to PO' PI'

~, and E to determine the learner's proficiency level to any

desired degree of accuracy. This is done as follows. After

each test item is administered, the student's score, S, is

computed using the formula:
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PI I-PI
log-- + w x 1091_P

Po 0

where c

w

is the number of items answered cor­
rectly, and

is the number answered incorrectly.

The learner is said to have "sufficient proficiency" if

b
S < logl_a

and "insufficient proficiency" if

S > logl-b
a

If neither of the above inequalities is true, that is, if

b I-b
logl_a < S < log-a-

another test item is presented.

As an example of Ferguson's scheme, consider an exam

with the following parameters:

Po = 0.85

PI = 0.60

a = 0.20

b = 0.10

with these values, the graph in Figure 2 can be constructed

to illustrate how a learner's test results would be used in

determining proficiency. Note that the learner's profi-

ciency state cannot be classified after just one response is

made due to the position of the "Uncertainty Band" for the
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values of PO' PI' ~, and ~ chosen. At least two items must

be presented and answered incorrectly for a learner to be

classified as possessing insuffic ient proficiency, and at

least six must be presented and answered correctly for the

opposite classification to be made. By changing the values

of these four parameters, the posi tion of the "Uncertainty

Band" can be al tered. The implementation of these algo­

rithms by Ferguson and other researchers in interactive CAT

systems is discussed in a later section. [These algorithms

form the basis for the mastery decision model used by the

CMI system created for this dissertation.]

CRT reliability. Criterion-referenced tests present

special problems in assessing reliability that can make the

appl ica tion of norm- referenced r e I iabil i ty estimates inap­

propriate. For example, if instruction does indeed take

place, a cr iter ion-referenced pretest (administered before

instruction) should yield a low mean with a positively

skewed distr ibution,

(administered after

with a negatively

1976).

while a cr iter ion-referenced posttest

instruction) should yield a high mean

skewed distribution (Brown and Pugh,

Livingston (1972a, 1976) has proposed an adaption to

classical norm-referenced reliability coefficients that uses
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the cr iter ion score as a reference point rather than the

mean. His formula for this conversion is:

K = Rs
2

+ (m-c)2

s2 + (m-c)2

where K

R
s
m
c

is the cr iter ion-referenced r e I iabil-
ity,

is the norm-referenced reliability,
is the standard deviation,
is the mean, and
is the criterion (or "cutting") score.

Zieky (1974) interprets this formula as follows:

.•. as the norm-referenced reliability goes up, the
criterion-referenced reliability goes up. If the
mean score equals the cutting score, then the
criterion-referenced reliability equals the norm­
referenced reliability. The farther away the mean
from the criterion score, the greater the
criterion-referenced reliability. Note especially
that when all students score exactly at the crite­
r ion level, the equation reduces to % and the
[criterion-referenced] reliability is undefined.
But if all students get identical scores and that
score is not [emphasis in or ig inal] equal to the
cr iter ion score, the cr iter ion- referenced r e L ia­
bility is 1.

A considerable amount of controversy surrounds the applica-

bility of this formula (Harris, 1972; Livingston, 1972b).

Livingston's formula is a conversion of a correla-

tion coefficient. Haynes and Wal ker (1976) have looked at

another correlation coefficient -- that between test scores

and teacher judgement. [Their approach more closely resem-

bles a test of concurrent validity than reliability, but

serves well to illustrate a coefficient of classification.]

Teachers classified 500 students as either masters or non-
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masters in two subject areas, based on the objectives of the

1973-74 Flor ida Statewide Assessment program. When tested

on these objectives using 2-5 items per objective, misclas­

sifications occurred at a rate of over 30%, even when an

"optimal mastery score" (that score yielding the fewest

number of misclassifications) was derived by a posteriori

analysis and used as the cutting score.

The concept of criterion-referenced reliability as a

measure of the consistency of mastery and non-mastery clas­

sifications is one which has received considerable support

(Carver, 1970; Hambleton and Novick, 1972; Hansen et a I ; ,

1977; Livingston, 1976; Subkovniak, 1976, 1978; Curlette,

1977) . Such measures require two sets of test data. The

frequencies of agreement between the classification deci­

sions made by both sets of test data may then be represented

in a 2x2 table as shown in Figure 3. In this table, ~ is

the number of students who were classified as masters on

both T
l

and T2, and D is the number who were classified as

non-masters on both tests. As these frequencies increase,

the more the two sets of data agree and the higher the

reliability of classification. Conversely, Band C are the

disagreement frequencies, and as they increase the relia­

bility of classification decreases.

Carver (1970) points out that reliability of clas­

sification does not depend on score variability, and is
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CLASSIFICATION ON Tl

Non­
Master

CLASSIFI­
CATION ON

T
2

Master

Non-Master

Figure 3

A

B

C

D

FREQUENCIES OF AGREEMENT BETWEEN
MASTERY AND NON-MASTERY CLASSIFICATIONS

ON TWO SETS OF TEST DATA

therefore useful in assessing the reliability of criterion-

referenced tests. The simplest expression of a reliability

coefficient based on this concept is the percentage of cases

in which both sets of data agree, namely:

A+D
A+B+C+D

This measure var ies between 0 and 1 and is referred to as

the "percentage of agreement".

Swaminathan et ale (1974) prefer using a refinement

of the percentage of agreement known as the kappa coeffi-
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This expression attempts to correct the percentage

of agreement for chance. The computation is:

Po - P
kappa c= 1 - Pc

where Po is the percentage of agreement, and

P is (A+C) (A+B) + (B+D) (C+D)
c (A+B+C+D) 2

Swezey and Pearlstein (1975) prefer a slightly more

sophisticated expression called the phi coefficient. This

coefficient is really the correlation of two sets of test

data using 0 as the non-mastery score and 1 as the mastery

score. The computation is:

phi = AD - BC

-./ (A + B) (A +C) (B + D) (C +D )

Swezey and Pearlstein suggest that phi > 0.5 represents

"sufficient reliability", while phi < 0.5 represents "in-

sufficient reliability". Note that if B = ~' kappa = phi.

Livingston (1976) analyzed these computations and

suggested yet a fourth coefficient. His purpose was to

modify the simple percentage of agreement, PO' so that it

varies between -1 and +1 (like the kappa and phi coeffi-

cients) and to show that this new coefficient, the G index,
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more logically reflects the reliability of classification.

The computation is:

G = 2 x (P 0 - 0.5)

Two examples from Livingston's work suffice to make his

point. Consider the data in Figure 4. Livingston argues

that the data in Case 1 clearly show that, in most cases, Tl

and T
2

do not agree. Yet the kappa and phi coefficients for

these data are +0.12 and +0.25 , respectively, which are

small but defini tely posi tive , The corresponding G index

for the data in Case 1 is -0.20, which, Livingston argues,

more accurately indicates the disagreement because it is

negative.

Case 1

M

N-M

M N-M

Figure 4

Case 2

M

N-M

SAMPLE CLASSIFICATION FREQUENCIES

(after Livingston, 1976)
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The data in Case 2 are even more striking:

T
2

agree in 90% of the testing cases, yet the kappa and phi

coefficients are both -0.05. The corresponding G index is

0.80. Here again, Livingston argues, the G index more

accurately reflects the correlation of classification be-

cause it is positive.

Subkoviak (1978) found that for all four reliability

computations, reliability estimates stabilize as test length

increases. [All four of these indices will be reported in

this dissertation to assess the reliability of classifica-

tion. ]

Computer-Assisted Testing

Computer-assisted testing (CAT) is one of the fast-

est growing applications of instructional computing. Con-

structing tests by computer is a relatively straightforward

process and can be shown to be cost-effective (Ansfield,

1973; Menne and Lustgraaf, 1974; Prosser, 1975). Lippey

(1973) enumerates the major benefits of CAT as follows:

(1) reduces cler ical chores required of an in­
structor,

(2) provides error-free text,

(3) allows the educator to concentrate on content
rather than the mechanical aspects of test
construction,

(4) el imina tes the pr oblems that can
students gaining access to the

ar ise from
test items
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before the formal test (if the item bank is
sufficiently large), and

(5) allows input from many users through central­
ized collection of item statistics, thus
improving the quality of the items through
experience.

A large variety of CAT systems are currently in use,

from those that store only item characteristics (ETS, 1974)

to those that construct and administer tests through inter-

active terminals (Ferguson, 1971). The CAT systems dis-

cussed in this section are therefore divided into four

levels. Systems at the first three levels generally employ

batch processing and include, respectively, systems that

store and print teacher-constructed exams, those that auto-

matically construct exams from a given item bank, and those

that employ an algor i thmic approach to item construction.

The fourth level is characterized by interactive systems

that make use of branching tests to control the sequence in

which items are presented to the student.

Test printing systems. The simplest type of CAT

system is one which does the job of a secretary by printing

test questions selected by an instructor (Remondini, 1973).

The items to be pr inted may be stored in any machine-read-

able format, e.g., magnetic tape, disk, or punched cards.

In Remondini's system, the computer produces a single copy

of the test. This is photocopied and transferred onto ditto

masters for duplication. The answer sheets are corrected by
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a mark-sense device and the computer is used to compute and

print an i tern analysis and punch statistical data for each

item onto standard computer cards.

Salisnjack (1973) uses a system almost identical to

Remondini' s , He claims that it only takes 25 minutes to

prepare two forms of a 75-item multiple choice test with the

aid of the computer. Salisnj ack finds that his CAT system

controls the cost of test construction, solves the problem

of cheating, and reduces the "edge" provided by fraterni ty

test files. He comments, however, that "attempts at making

the complete data bank available to all students as a study

guide so far have been unsuccessful -- the cost of providing

individual copies is too high, and the copies placed in the

library tend to disappear".

MENTREX Enterprises in Los Angeles offers commercial

test construction services similar to those offered by the

systems of Remondini and Salisnj ack (Libaw, 1973). Users

request tests through the mail by selecting questions from a

"catalog" supplied by the company. The system can produce

several forms of the same test by "scrambling" the items or

select items for the test based on "keys" specified by the

user. Test masters are returned ready for duplication,

accompanied by an answer key and machine-readable answer

sheets. Answer sheets are later returned to MENTREX for

item analysis.
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Educational Testing Service (ETS, 1974) is a unique

user of CAT due to the sheer size of their operation. They

have stated that the following two developments are neces-

sary before they can implement large scale CAT use, and they

do not yet see these as part of the current state of the CAT

art:

(1) "the development of detailed item classifi­
cation systems", and

(2) "the delineation of the professional judge­
ments made in building a test from a group of
items with detailed content, ability, and
statistical specifications in terms precise
enough to be translated into computer pro­
grams".

ETS cur rently uses a CAT system to help select items from

their huge data banks. The system does not print tests, but

simply returns item numbers that fit specified character is-

tics. These characteristics include:

(1) the item ID number,
(2) its classification,
(3) a history of its use,
(4) up to five sets of statistics,
(5) codes for security level and current activi­

ty, and
(6) twelve IS-character keywords.

It is interesting to note that ETS sees the demand for large

national selection tests as diminishing. They feel that

interactive testing is required for the future, wi th tests

for guidance, placement, and evaluation. Their 1974 paper

states that the technology for such systems exists, but that

development funds are needed to make them cost-effective.
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second level of CAT is characterized by systems that con-

struct tests from stored item banks. In addi tion to the

benefits noted earlier, these systems provide a means for

generating mul tiple forms of the same test. Jensen (1973)

has used such a system to generate 4000 different forms for

a class of 1500 students. He achieves a form of criterion­

referencing by allowing students to take a test on a specif­

ic topic as often as they like and counts only the highest

gr ade. His philosophy in this approach is that " .•• one

should ask only what one wishes the student to know, but ask

it in so many different ways that the student cannot learn

the items without learning the concept".

Prosser (1973) describes a similar test construction

system but includes some figures on its cost. This system

selects items from predefined "groups" that are specified by

the user. To produce 1000 3-page tests, the system requires

20 seconds of CPU time and 3 hours of printer time, making

the cost of each form about five cents.

The Classroom Teacher Support System (CTSS) was

designed by IBM for the Los Angeles Unified School District

(Toggenburger, 1973). This system constructs multiple

choice exams according to teacher-specified criteria such as

cour se, category, difficul ty level, behav ior al level, and

keywords. The system can also work with "macro" items,

i , e., passages followed by two to nine related questions.
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Toggenburger reports that CTSS currently uses an Amer ican

History item bank of 8000 items that were written by 20

teachers over the period of one summer.

Ansfield (1973) has developed a system similar to

CTSS called the Automatic Examination Generator (AEG). Ans-

field IS repor t on the AEG, however, al so incl udes data on

its cost: the total computer expense for producing the mas-

ters for four versions of a 70-item objective test with ans-

wer keys is $1.75.

One last item banking system with a somewhat unique

character has been developed by Cohen and Cohen (1973). The

main purpose of this CAT system is to assure no overlap in

the items presented on successive administrations of a test

for anyone student. Cohen and Cohen have developed two

versions of this system, one for batch processing in COBOL,

and one for interactive processing in FORTRAN.

Algorithmic approaches to item construction. Olym-

pia (1975) contends that standard item banking has three

disadvantages:

(1) it lacks repeatability [unless the item bank
is extremely large], especially when a given
item always appears on a test exactly as it
is stored,

(2) it requires a large amount of contruction
time and storage to create a usable bank, and

(3) it discourages the sharing of one program by
various disciplines. [This author feels that
the CAT systems discussed in the previous two
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sections demonstrate capabilities which
clearly contradict this objection. ]

To overcome these drawbacks, Olympia devised a

system for storing examination items in three "pools" : a

"keyphrase" pool, a "statementphrase" pool, and a "distrac-

tor" pool. The system constructs an i tern by joining one

member of the keyphr ase pool wi th one member of the sta te-

mentphrase pool and then selects a list of possible answers

(including the correct answer) from the distractor pool. As

an example, the three pools for constructing items dealing

with electron configurations are shown in Table 1.

Denney (1973) describes a system similar to Olym-

pia's. This system stores multiple choice items as a stem

Table 1

POOLS FOR CONSTRUCTING ITEMS ON ELECTRON CONFIGURATIONS

(after Olympia, 1975)

Keyphrase
Pool

Chlorine
Oxygen
Hydrogen
Magnesium
Helium

Statementphrase
Pool

has how many valence
electrons?

has how many L-shell
electrons?

needs how many more
electrons to have an
inert gas structure?

Distractor
Pool

o
1
2
3
4
5
6
7
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with up to seven distractors. With this data, the system

can construct 245 different questions consisting of a cor­

rect choice and four alternatives. If the order of the five

al ternatives is randomized, up to 29,400 different var ia-

tions of the same question can be generated.

Heines (1974) created an interactive CAT system that

generates data to complete item forms or selects one of four

previously defined item variations. Regardless of the item

gener ation scheme, the system assures that no student is

presented with the same item on two successive administra-

tions of the test. This system is also interesting in that:

(1) all instructions for operating the system are
presented to students via an audio tape that
resides beside the terminal,

(2) many items are complemented by diagrams and
pictures presented by a 35 mm slide projector
under student control, and

(3) the system provides an interactive environ­
ment for the instructor as well as the stu­
dent, so that instructors may perform data
analysis without any special knowledge of the
system.

Interactive, branching tests. O'Reilly, Gorth, and

Pinsky (1973) comment on the current state of the CAT art as

follows:

[Current CAT efforts] tend to be largely superfi­
cial, poorly grounded in relevant evaluation
models and test theory and tend to continue a
questionable school and classroom practice •.•
[They] focus on the mechanism of test production
via machine, a tendency which works against the
need to maintain a precise relationship between
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the intent of instruction and the measurement
process.

The CAT systems descr ibed thus far defini tely reflect the

type of system that 0' Reilly et ale condemn. Those that

follow go beyond "the mechanics of test production" to

explore new evaluation techniques that employ the computer

as an integral tool.

Ferguson (1971) defines a branching test as "any

instrument designed to measure a set of skills or objectives

by routing the examinee to items nei ther too easy nor too

difficult for him to solve". One example of this technique

was developed by Hansen (1969) and is shown in Figure 5. In

this scheme, first Item 1 is presented to the student. The

student is then branched to Item 2 if Item 1 is answered

correctly, and Item 6 if it is answered incorrectly. Item 1

is designed to have a difficul ty index of 0.50, and each

successive i tern is designed to have a difficul ty differen-

tial of 0.10 from the preceding item. Thus, the most diffi-

cult item in the tree (Item 4) will have a difficulty index

of 0.80, and the easiest item (Item 13) will have an index

of 0.20. Hansen found that this scheme is significantly

more reliable than traditional tests and, moreover, is

effective at reducing test anxiety.

The cr iter ion-referenced model for Ferguson's work

(1971) has been discussed in an earlier section (cf. pages

18-21) • By compar ing Ferguson's wor k to that of the other
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CAT researchers discussed so far, it can be seen that Fer­

guson is one of the few researchers to have created a CAT

system as a means for implementing a well-developed theory

of evaluation. This system tests objectives in the Individ­

ually Prescribed Instruction (IPI) mathematics curriculum, a

program that already makes use of comprehensive paper-and­

pencil testing and therefore provides a useful measure of

the system's success.

Ferguson's CAT system interactively administers a

series of items on a specific objective and applies the

sequential probabil i ty test ratio to the mastery dec ision

process. Students are then branched to test items on either

more advanced or more preliminary objectives based on their

mastery classification. By this process, Ferguson is able

to pinpoint a student's competency level wi th any desired

degree of accuracy and then prescribe instruction to fit the

student's needs. Ferguson found that his branching system

yields classification decisions that are "consistent with

subsequent paper-and-pencil test outcomes approximately 99%

of the time". He conjectures that "by employing a sampling

technique that permi ts control over classification errors,

the CAT model may increase reliability".

Ferguson discussed three "suggested refinements" to

his model. First, he feels that testing must be represen­

tative and that this is not always guaranteed by random

sampling. He therefore recommends a combination of randomly
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constructed i terns wi th domain-referenced item forms. Sec-

ond, Ferguson feels that research is needed to achieve a

compromise between minimizing Type II (false positive)

errors, which he considers the most serious, and reducing

the number of items presented for cost-effectiveness. [This

refinement is the third subproblem of this dissertation.]

Third, he notes that in his model all examinees start at the

same point, and therefore highly competent examinees do

problems that are too easy while incompetent examinees do

ones that are too hard. He suggests that examinees might be

allowed to choose their own starting points.

paper concludes:

Ferguson's

By tailoring the test to individuals, fewer objec­
tives need to be tested and [emphasis in original]
the objectives that are tested are less subject to
errors of proficiency classification.

Several researchers have conducted studies to as-

certain the time savings and affects on reliability caused

by the use of a sequential probability test ratio. Waters

(1975) found that this technique yielded i tern reductions of

50% with time reductions of 40%.

Hansen et ale (1977) per formed a study on var iable

length tests using a "within-subject" design [which was very

similar to that used by the study conducted for this disser-

tation] • Students were administered tests via a computer

terminal in which the short sequential probability test

moved directly into a long (40 item) test without visibility
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This yielded two measures on the same test

on the same student. Hansen et ale found no significant

differences in the reliability estimates for the two tests,

but the shorter tests provided a 30% time savings.

The average response time for a four-alternative

mul tiple choice item presented by Hansen I s system was 1.6

minutes. This ind icates extremely di ff icul t items. They

found that the time and item savings possible wi th sequen­

tial testing were directly proportional to the complexity of

the course material and items.

Schneider and Fine (1973) employed a sequential

probability test ratio on the TICCIT system and cited three

considerations for setting the PO' PI' ~, and ~ parameters:

(1) How large is the minimum cr i tical subset of
items? [For this dissertation, this was set
to two i terns for non-mastery decisions and
one item on each objective for mastery deci­
sions.]

(2) How many items will be required? [For this
dissertation, this was determined by a poste­
riori analysis.]

(3) What is the probability of getting an item
correct by guessing? [For this dissertation,
each item was assigned a weight in the scor­
ing algorithm depending upon its type
true/false, yes/no, multiple choice with four
al ternatives, or mul tiple choice wi th five
alternatives.]

Weiss and his co-workers at the University of Minne-

sota have conducted a large number of studies on the full

range of interactive, branching tests, which they refer to

as "adaptive" tests. Their purposes are to devise strate-
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gies for matching item difficulties with the student's

ability and to sequentially estimate that ability (Weiss,

1973) . The bulk of their research has been on selecting

items from a precalibrated pool, given the premise that "an

individual's ability level will be most accurately estimated

when the items administered are as close to his/her ability

level as possible". The computer is used to select the next

i tern to be presented based on the student's responses to

previous items.

Weiss discussed and compared seven item selection

procedures in his 1973 paper. The comparisons assumed that:

(1) a pool of items existed that were precali­
brated on item difficulty and grouped into
various difficulty "levels",

(2) all items in the pool had equivalent discrim­
inating power, and

(3) the pool consisted of free-response items
that would not be answered simply by guess­
ing.

Weiss points out that these assumptions are not without

fault. In fact, he notes the following limitations:

(1) random quessing by real subjects introduces
inaccuracies,

(2) items with high and low degrees of difficulty
cannot have discr iminating powers equal to
those with medium difficulty, and

(3) var ious i tern selection procedures introduce
biases due to differences between individual
ability levels and the average ability esti­
mate for all students (used as a starting
point in the branching procedure).
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The seven item selection procedures discussed by

Weiss are summarized in the paragraphs that follow and

compared on discr imination abil i ty in Figure 6. Discr imi­

nation ability is expressed in arbitrary units, but is con­

sidered best when it has a higher value and is constant over

a wide range of examinees' ability levels (expressed as

standard deviations from the mean) •

(1) Rectangular Conventional. A fixed set of items

with a wide range of difficulties is presented to all exami­

nees. The discrimination ability of the test as a whole is

low, but rather constant over a broad range of ability

levels.

(2) Peaked Conventional. Items are selected whose

difficulties are very near the center of the ability range.

This yields precise measurements for examinees in the middle

ability ranges, but very poor measurements for examinees in

the extreme ranges. The peaked conventional strategy is

"better" than the rectangular conventional strategy in the

range of ±1.5 standard deviations, but "worse" outside this

range.

(3) Two-Stage. First, a very short test is admin­

istered to establish the examinee's general abil i ty level.

Second, a longer test is administered that is targeted for

that specific ability to pinpoint the examinee's level.

This strategy always yields better discr imination resul ts
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D Flexilevel
E Two-Stage
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Figure 6

STRATEGIES OF ADAPTIVE TESTING

(after Weiss, 1973)
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than the rectangular conventional test and is better than

the peaked conventional test except at the very center.

(4) Flexilevel. The first item presented is se­

lected from those in the median difficulty level. Based on

the examinee's response to this item, the next item is

selected from ei ther the next higher (if response was cor­

rect) or next lower (if incorrect) unadministered difficulty

level. No test contains two i terns from the same di fficul ty

level. The intent of this strategy is to avoid misrouting

by combining both of the two-stage tests.

(5) Pyramidal. This strategy is similar to flexi­

level tests, but a difficulty level may be repeated. It is

the same strategy as Hansen's Sequential Item Tree Network

(Figure 5). This strategy essentially carries multiple

routing to its log ical extreme, wi th one item per stage.

Pyramidal tests yield the best overall discrimination abil­

ity of any of the preceding four strategies, but this tech­

nique still yields better test discrimination wi th medium

ability examinees than with those of high or low ability.

(6) Stradaptive (stratified-adaptive). Items are

grouped into "strata" consisting of items with only slight

differences in difficulty. Prior knowledge is used to

estimate the examinee's ability level, and the first item

presented is selected from the stratum at that level. This

technique allows multiple entry points. Branching then

occurs between adjacent strata, moving to more difficult
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items when the examinee responds correctly and easier items

when he/she responds incorrectly. The outstanding charac­

teristic of this strategy is that it yields very consistent

test discrimination results across all examinee ability

levels. In add i tion, these resul ts are consistently high

and surpassed by the peaked conventional and pyramidal tests

only in the very center of the ability range.

(7) Bayesian. This strategy is similar to stradap­

tive tests, but branching is allowed to occur between non­

adjacent strata. After each item is administered, the

examinee's most probable abili ty level is computed and an

i tern is presented from the stratum at that level. As the

test progresses, the estimate of the examinee's most prob­

able ability level changes and the error associated with

that estimate decreases. This is the convergence nature of

the Bayesian process. Discr imination abil i ties of tests

using this strategy are somewhat higher than those of stra­

daptive tests and almost as consistent. They drop off

slightly for examinees whose ability levels are more than

two standard deviations from the mean.

The implementation of adaptive testing can be diffi­

cult because it requires a large pool of precalibrated items

and, in some cases, a pr ior i estimates of examinee abil i ty

that correlate at least .5 with actual ability (Weiss,

1973) . Several implementations, however, have been real­

ized. For example, Bejar et ale (1977) used stradaptive
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tests in a classroom environment and found that these tests

not only yielded more precise estimates of achievement than

standard tests throughout the entire range, but that they

also reduced test length significantly.

Another characteristic of adaptive testing is that

it is predominatly norm-referenced. At least one study has

been done, however, that attempted to evaluate the use of

adaptive testing in a criterion-referenced mode. Vale

(1976) applied the Bayesian adaptive testing strategy to the

problem of making mastery vs. non-mastery classifications.

He found that a conventional test was just as useful as the

Bayesian test when there was one cutting score at the mean

ability level. With two or more cutting scores, or with the

cutting score different from the mean ability level, the

adaptive test yielded superior results.

Computer-Managed Instruction

Computer-managed instruction (CMI) goes beyond CAT

by providing an analysis of student performances to guide:

(1) the prescription of additional course work,

(2) the improvement of subj ect matter presenta­
tions, and

(3) the revision of the evaluative materials
themselves.

Most CMI systems have CAT components, but include more

extensive links with the instructional materials themselves.
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Techniques for CMI may be broken down into two

distinct categories, distinguished by the mode in which the

computer is accessed when analyzing data. The following

sections define these two modes and discuss sample projects

that demonstrate each technique.

Batch CMI. When applied to the instructional proc­

ess, "batch" computing refers to the use of the computer

while neither the student nor the instructor is interacting

directly wi th the computational process. The most common

application of this technique involves the use of answer

sheets that students mark with a pencil and that are subse­

quently processed by an optical mark reader. The optical

reader may also be coupled to a card punch which prepares

standard computer cards for input into data analysis pro­

grams. When these cards are processed, extensive test

statistics and i tern analyses may be generated for the in­

structor and individual student results may be recorded in a

master file.

Paul Geisert (1973) extended Butzow's testing tech­

nique (discussed under the section on the evaluation of SPI)

by using the computer to store students' records. His model

employs an open quiz room in which pr inted tests are dis­

tr ibuted by an on-duty assistant, wr i tten by the student,

and returned. These tests are graded on stated criteria by

the specific teaching assistant assigned to the student.
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Each student receives a pack of computer cards at the be­

g inning of the semester and submi ts them for processing as

he or she completes the course objectives. These cards are

fed directly to any of five packaged computer programs.

Thus, this CMI system does not have a CAT component. It

uses the computer purely for record keeping. This use is

important, however, as Geisert's course has an enrollment of

500 students.

Franke et al. (1972) have demonstrated similar com­

puter usage. Their computer is used for generating examina­

tions (CAT) as well as keeping records. The enrollment in

the experimental course is over 3500 students annually, so

the role of the computer is even more important than in

Geisert's course. This system divides the course into eight

"phases", and students may "test out" of any or all phases

by means of a written examination. Examinations are gener­

ated from a bank of over 3000 questions grouped by phases,

topic categories within each phase, and difficulty estimates

based on the number of students answering the question cor­

rectly. The computer is also used to generate reports docu­

menting each student's achieved scores to date and summaries

from master files stored on magnetic tape.

A highly developed system making used of batch CMI

techniques has been developed by Kelley (1968, 1972). This

system differs from those discussed above in that it pro­

duces extremely detailed outputs for students, teaching
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assistants, and the course professor, and because it gener­

ates weekly assignments for each student. Student progress

is monitored by "surveys" consisting of ten multiple choice

questions each, administered approximately every week.

These surveys are not examinations, and Kelley's implemen­

tation does not use them for grading purposes (although they

may be so used). Rather, results of the surveys are fed to

a computer program which prints out individualized assign­

ments contingent upon the decision rules specified by the

professor. These decision rules take into account each stu­

dent's weekly survey score, his or her previous course

background, and his or her specific goals (Kelley, 1973).

Summary item analysis reports are generated for the teaching

assistants and professor to guide class discussions and the

revision of course materials. The beauty of Kelly's design

lies in its flexibility in applying the decision rules

specified by the professor and the clarity of its reports.

Batch eMI has the advantage of being able to handle

a virtually unlimi ted number of students and uses the com­

puter in its most efficient mode. On the other hand, use of

the system in this manner generally requires precise speci­

fication of program parameters (Kelly, 1973) and at least

several hours' wait (Kelly, 1972). An error in parameter

specification can easily abort a run and double or tr iple

the time required to receive results.
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Interactive CMI. Interactive programming has been

used to overcome some of the CMI utilization problems enu­

merated by Kelly. This technique requires that the user

interact directly with the program through a computer termi­

nal while the computational process is taking place. In

this mode, program parameters are specified at the request

of the computer and mistakes may be immediately detected and

corrected. Responses to the users I requests are also imme­

diate, so that they may be led interactively through all

steps necessary to generate the reports of their choosing.

The only unguided acts that users are required to perform

are the connection of the terminal to the computer system

and the loading and execution of the desired program. From

there on, users are always prompted as to what data is

required by the program. Interactive CMI systems are often

coupled to interactive computer-assisted instruction (CAl)

programs which administer instruction to students under a

time-sharing environment.

A complete interactive CMI system for both teachers

and students has been developed by Ghesquire (1973) on the

PLATO system. This system creates both tabular and graphic

displays of data collected during student CAl on a video

display screen. Unfortunately, the unique character istics

of the PLATO system make most of Ghesquire's work non­

exportable to other systems without major revisions.
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In a rare article on CMI in industr ial training,

Buchanan (1978) reported on another PLATO CMI system being

used by United Airlines in training programs for newly-hired

pilots. Addi tional research on interactive CMI has been

carr ied out on the TICCIT system (Schneider and McMurchie,

1973) .

Dean (1978) has reported on the use of CMI at IBM

and the cost savings that they have realized through this

application. The IBM Field Training System administers

practice "quizzes" and more formal "examinations". The

examinations provide quality control on self-paced training

that is delivered at branch offices in the form of self­

study guides, audio tapes, and video tapes. The cost of

running IBM's CMI system is about $15 per student per day.

The cost of running a full CAl system would be about $60 per

student per day, while the cost of instruction via conven­

tional stand-up lecture is about $100 per student per day.

(All costs are net per student wi th development factored

out.) Due to the large size of their training operation,

Dean claims that "compared to a conventional instruction

system, the Field Training System helps IBM realize a con­

servative $10 million annual cost avoidance".

[This dissertation deals with the design, implemen­

tation, and evaluation of an interactive CMI system.]
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Chapter 3

DESIGN AND IMPLEMENTATION OF THE STUDY

The study was conceived as a two-part project. The

first part involved the development of a self-paced course

whose objectives were measureable via computer-assisted

testing. The second part involved the development of a com­

puter-managed instruction (CMI) system to maintain quality

control on the use of the self-paced course. These two com­

ponents, taken together, formed a single training package.

The study was conducted in two public school systems

and one junior college for approximately two months. Data

on the CMI system's use was collected throughout this period

and analyzed with respect to the dissertation's subproblems.

Description of the Self-Paced Course

The self-paced course to which this study relates is

entitled The BASIC Primer (Digital Equipment Corporation,

1979) • The course covers the concepts and syntax of BASIC

language programming on Digital computer systems.

The BASIC Primer consists of an introductory Student

Guide and 15 modules on BASIC language programming. These
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modules are intended to be studied in accordance wi th the

hierarchy shown in Figure 7. This hierarchy was derived

from the prerequisite relationships of the objectives.

Modules 1, 2, 4, 6, 8, 9, and 10 form the "core material"

for the course, while the other nine modules form the

"extended material".

Figure 7

MODULE HIERARCHY FOR THE BASIC PRIMER
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Figure 8 shows how students worked through The BASIC

Before studying each module, students were given

the opportuni ty to take a pretest. If they could demon-

strate mastery on this test, they were branched to the pre-

test for the next module in the hier archy. This loop con-

tinued until students came to a test on which they could not

demonstrate mastery. At this point, students were instruc-

ted to study that module off-line, and to return to the CMI

system when they were ready for the posttest.

Take PREtest
for a module

Take PREtest
for next module

NO

Study module
and do exercises

Take POSTtest
for this module

Figure 8

YES

Print report and mail
to Digital for Diploma

RELATION BETWEEN ON-LINE CMI SYSTEM AND
OFF-LINE LEARNING MODULES



54

Description of the CMI System

The student portion of the computer-managed instruc-

tion system consists of three main programs. These are the

Registration Program (CMI), the Router Program (ROUTER), and

the Computer-Assisted Test Administration Program (CATSTR).

Two other subprograms are also included in this system: the

New Student Registration Program (REGSTR) and a Feedback

Program (FEEDBK). Students moved through these programs as

illustrated in Figure 9.

new students
CMI

previously
~------~ registered

students

masterson
ModuleS 1-9
and 11-15

ROUTER

students
ready for
testing

CATSTR

non-masters
or "quit"

mast8rSon
Modules 10
and 16

REGSTR

FEEDBK

Figure 9

PROGRAM COMPONENTS OF THE eMI SYSTEM
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The registration programs. The main Registration

Progr am (CMI) per forms two functions. First, it asks stu­

dents to identify themselves with their code names (see Fi­

gure 10). These uniquely identify each student so that data

stored on their work will be confidential. Second, program

eMI uses this code name as a key to search for student­

speci fic data in the ros ter file. Thi s data incl udes stu­

dents I first and last names and the type of terminal that

each student is using. Students who have not yet registered

are branched to the New Student Registration Program.

Figure 10

FIRST DISPLAY GENERATED BY THE CMI PROGRAM
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The New Student Registration Program (REGSTR) allows

students to register themselves on the system. This feature

was necessary because the training package was used in a

self-paced mode. Students entered their terminal types,

their names, and their addresses. They were then asked

demographic questions regarding their age, education, and

motivation for taking the course. This demographic data is

used to interpret the system usage data.

The New Student Registration Program also produced a

registration form from the data that it collected from stu­

dents. Students were instructed to print this form on paper

and mail it to the course development group. These forms

were acknowledged and the demographic data were extracted.

The router program. The purpose of the Router Pro­

gram (ROUTER) is to identify what tests the student is ready

to take. This program reads the prerequisi te modules for

each of the 16 modules from a data file. This data, com­

bined wi th student status data, is used to determine the

modules for which the student has met the prerequisites.

If a student has met the prerequisites for only one

module, the appropriate pretest or posttest for that module

is generated (by the Test Administration Program). If a

student has met the prerequisites for more than one module,

he or she is given the choice of the module to be tested.

Thus the system assures that students take the tests in the
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order specified by the established module hierarchy. This

constraint strengthens the instructional design of the

course by requir ing students to possess the prerequisi te

knowledge for each module that they study. The system does

not allow students to take tests on modules for which they

have not yet mastered all of the prerequisite modules.

The Router Program also gives students the option of

displaying their status in the course. The status for each

module is reported as one of the following:

(I) Not attempted

(2) Pretest tried but not completed satisfac-
torily

(3) Pretest completed satisfactorily; posttest
skipped

(4 ) Posttest tried but not completed satisfac-
torily

(5) Posttest completed satisfactorily

Students are allowed to take a pretest for a module only

once. All subsequent tests are automatically interpreted as

posttests, because it is assumed that students who do not

demonstrate mastery on a pretest will go study the corre-

sponding module. Students are allowed to take posttests as

many times as necessary to complete them satisfactor ily,

i.e., demonstrate mastery on all of the objectives in that

module. (Tests are generated interactively in real time, so

no two tests are exactly alike. See the discussion below.)
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Th~-!~~ti~~-E~~~~~. The Computer-Assisted Test

Administration Program (CATSTR) generates both pretests and

posttests. These tests are administered to students at a

computer terminal. The Test Administration Program presents

true/false, yes/no, and mul tiple choice items (wi th ei ther

four or five alternatives). A typical item display is shown

in Figure 11.

The items are randomly selected from files for each

module in which the items are categorized by objective.

Figure 11

SAMPLE DISPLAY OF A MULTIPLE CHOICE ITEM
AS PRESENTED TO A STUDENT
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Each objective is assigned a flag which is ini tialized to

"reset" before each test administration. The item selection

algorithm then proceeds as follows. First, an objective

number is selected randomly and the flag for that objective

is "set". Second, an item for that objective is selected

randomly from the pool of items that have not yet been

presented on the current test. For the next item, an objec­

tive number is selected from the pool of objectives whose

flags are not set. Item selection proceeds as above. If no

mastery decision can be made before all of the obj ective

flags become set, these flags are simply reset and the

process begins anew. However, individual items are never

selected more than once on any single administration of a

test.

The system is "human-engineered" to make it as fool­

proof as possible. For example, it provides the options

"SKIP" and "QUIT" (see Figure 11). It provides "error" mes­

sages in plain English, e.g., if a student enters an unre­

cognizable response, the system prints the allowable re­

sponses, erases the student's previous response, and makes

room for another one. If a student enters "REVIEW", a dis­

play similar to the one shown in Figure 12 is gener a ted.

(Students may review their work, but not change responses.)

Students who demonstrate mastery on a test are

branched back to the Router Program. They then select the

next module on which they would like to be tested. Students



60

Figure 12

SAMPLE DISPLAY OF A TEST ITEM IN REVIEW MODE

who do not demonstrate mastery on a test are told the objec­

tives on which they missed items. The eMI system then

halts, and students are directed to do add i tional study

off-line.

Th~-.ieedb~~~--.E!.0.9..E.~m. Stud en t s who demons t rate

mastery on the tests for Modules 10 or 16 are branched to
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the Feedback Program. Module 10 is the final module in the

sequence of "core" modules, while Module 16 represents the

highest level in the hierarchy of "extended" modules. This

program asks for student comments on the course and gener­

ates another registration file. This file verifies that the

student has earned a diploma and contains other data that is

needed to evaluate the training package. This data was used

as a backup to the data received from the course administra­

tors on magnetic tape and to verify the validity and com­

pleteness of the tape data. Students were directed to print

this file on paper and mail it to the cour se development

group. Students were then sent their diplomas.

The Mastery Decision Model

The purpose of the Computer-Assisted Test Adminis­

tration Program is to classify students as either masters or

non-masters on the specific module being tested, and to make

this classification in a minimum amount of time. To accom­

plish this, the Test Administration Program evaluates each

student response with a sequential probability test ratio.

Co~~~~~lQg~. Ferguson's sequential probability

scoring algorithm was designed for tests in which the proba­

bility of getting an item correct by guessing is the same

for all items. Since the CMI system designed for this study

presents true/false, yes/no, and four- and five-alternative
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mul tiple choice items, which have varying probabil i ties of

getting them correct by guessing, the algor i thm had to be

modified. Each item is therefore assigned a weight, "N",

according to the formula:

N = .25
p

g

where is the probability of getting the item
correct by guessing

Using this formula, true/false and yes/no items were as-

signed a weight of .25/.50 or 0.50. Four-alternative multi-

pIe choice items were assigned a weight of .25/.25 or 1.00,

and five-alternative multiple choice items a weight of

.25/.20 or 1.25.

After each test item is administered, the student's

score, "8", is computed using the formula (cf. page 19):

where C

T

is the sum of the weights of the items
answered correctly, and

is the sum of the weights of all items
that have been presented (thus, T-C
is the sum of the weights of the
items answered incorrectly)

The student is classified as a master and testing is termi-

nated if

8 ~ log(b/(l-a))

where a is the probability that a Type I error
will occur, and
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b is the probability that a Type II
error will occur

and at least one item has been presented on each objective

in the module. (A Type I error is false negative error and

occurs when a true master is classified as a non-master by

the test. A Type II error is a false positive error and

occurs when a true non-master is classified as a master.)

If the above inequality is true but all objectives have not

been tested, another item is presented.

The student is classified as a non-master and test-

ing is terminated if

S > log((l-b)/a)

regardless of the number of items presented on each objec-

tive. If neither of these inequalities is true, that is, if

log(b/(l-a)) < S < log((l-b)/a)

another test i tern is presented. The system continues in

this manner until one of the first two inequalities becomes

true or until 30 items have been administered. If no deci-

sion can be made after 30 items, the system classifies the

student based on the differences between his or her score

and the two cr iter ia. The student is classified in the

category whose cr iter ion score is closest to his or her

computed score after 30 items.
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Deri.~~.!:i..2..!!~-!~st_Ear~:!!!et~!...§.. The CMI system

generates both pretests and posttests. For this reason, it

is important to realize that the seriousness of making Type

I and Type II errors is different on pretests and posttests.

If the system makes a Type II (false posi tive) error on a

pretest, it will tell a student who has not studied the

corresponding module to skip instruction that he or she

really needs. This same error on a posttest is not as

serious, because the student will have already studied the

module at least once, and one can assume that at least some

minimal learning has taken place. A Type I (false negative)

error is never as serious as a Type II error, because this

situation simply asks a student to repeat instruction that

he or she does not really need. This wastes some time, but

one can assume that it does not decrease the learner's

proficiency level.

To take the relative importance of these errors into

consideration, the CMI system uses the parameters shown in

Table 2. These parameters were chosen for the following

reasons. First, the pretest and posttest mastery and non­

mastery criteria were set to span the "normal" mastery

cr iter ion percentage score of 70-80 % that most cr iter ion­

referenced tests use when only one cutting score is em­

ployed. Second, the mastery cr iter ion for pretests was

increased 5% over that for posttests to reflect a slightly



65

Table 2

SEQUENTIAL TESTING PARAMETERS FOR
PRETESTS AND POSTTESTS

Parameter

Mastery criterion (P )
Non-mastery criterioR (P

t
)

Prob. of Type I error (a
Prob. of Type II error (£)

For
Pretests

0.90
0.65
0.058
0.025

For
Posttests

0.85
0.60
0.104
0.050

more stringent criterion for mastery if a module has not yet

been studied. The non-mastery cr iter ion for pretests was

also increased 5% to keep the differences between these two

criteria equal for both types of tests. (This was necessary

because the difference between the two criteria is itself a

factor in determining test length. As the difference in-

creases, the number of test items required to make a deci-

sion at any given level of certainty decreases. Conversely,

as the difference between the two percentage criterion

levels decreases, the number of required test items in-

creases.)

Third, the allowable probabilities of Type II

(false positive) errors were set to 0.025 and 0.050, respec-

tively, for pretests and posttests. The factor of 2 separ-

ating these parameters reflects the relative seriousness of

making this type of error on pretests versus its seriousness
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on posttests. That is, it is estimated that the seriousness

of making a Type II error on a pretest is twice as great as

that on a post test, so the allowable probabil i ty of this

error on pretests was decreased by a factor of 2. Finally,

the probabilities of Type I (false negative) errors were

derived by computing the highest value that would usually

require at least three items to be presented before any

decision is made, unless the first two items are both five­

alternative multiple choice items (with weights of 1.25

each). This philosophy was adopted because the author felt

that students would distrust the system if they were regu­

larly jUdged non-masters after only two items had been

presented.

The absolute values of the error probabilities also

warrant some discussion. Ferguson (1970) allowed probabil­

i ties of 0.20 and 0.10 , respectively, for his Type I and

Type I I er rors. These val ues reflect the same 2: 1 ratio

used in this study, but the absolute values are approxi­

mately twice the size. The main reason for selecting lower

probabilities is that Ferguson's testing unit was the ob­

j ective, while this study's testing unit is the mod ule (a

group of 2 to 20 objectives). It was felt that when working

at the module level, the consequences of errors of classifi­

cation are more serious than at the objective lever. Thus,

the absol ute val ues of the allowable error probabil i ties

were lowered.
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Figure 13 shows how these parameters reflect the

mastery decision model in terms of raw scores. Figure 13a

is a graph of the pretest decision rules, while Figure 13b

shows the posttest decision rules. Note the difference in

the sizes of the two master areas and the specific points

labelled. The point labelled "(2.5,0)" in both graphs

indicates that the earliest that a non-master decision could

be made on ei ther test is after the sum of the weights of

all items presented totals at least 2.5. If, at this time,

the student has not answered any items correctly, he or she

is classified as a non-master.

In Figure 13a, the point labelled "(11.5,11.5)"

indicates that the earliest that a master decision could be

made on a pretest is after items having a total weight of

11.5 have been presented and all i terns have been answered

correctly. Contrast this point with the one labelled

"(8.5,8.5)" in Figure 13b. The latter indicates that the

earliest that a master decision could be made on a posttest

is after i terns having a total weight of at least 8.5 have

been presented and answered correctly. Therefore, the

posttest mastery c r iter ion is less str ingent than the pre­

test mastery cr iter ion. This relationship is exactly the

one desired, because it reflects that classifying a student

as a master on a posttest is less serious than doing so on a

pretest.
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The Reliability Model

This study assesses criterion-referenced test relia-

bility as a reliability of classification. The two sets of

test data used to assess this reliabili ty were the mastery

decisions made on the normal (var iable length) ver sions of

specific tests and those made on the same tests when they

were extended to 30 items. This is a within-subject design

because it yields two measures for a single student on a

single test. To do this, every fifth test presented to any

particular student was extended to 30 items in length, re-

gardless of the test parameters. When the scoring algorithm

made its initial decision, a tentative mastery classifica-

tion was recorded. The system then continued presenting

test items until the maximum of 30 had been presented, at

which time the final master classification was recorded.

(The transi tion from short test to long test was impercep-

tible to the student being tested.) This data was analyzed

to determine the percentage of agreement between the two

classifications, and the kappa, phi, and G indices (cf.

pages 25-26).

The following data were also recorded by the system

so that the reliability data could be put into perspective:

(1) the total amount of time that each student
was logged in and running the CMI programs,

(2) the number of times that each student logged
into the CMI system,
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(3) the total amount of time that each student
spent taking tests,

(4) the number of test items answered by each
student,

(5) the amount of time spent on the shorter
portion of each extended test and the amount
of time spent on the entire 30-item test,

(6) the number of i terns at which testing could
have been terminated for each extended test,

(7) tallies of the number of tests that contained
each possible number of items (1-30) for

• pretests that resulted in master classifi­
cations

• pretests that resulted in non-master clas­
sifications

• posttests that resulted in master classi­
fications, and

• posttests that resulted in non-master
classifications,

(8) complete criterion-referenced item analysis
data for both pretests and posttests, and

(9) a chronological history of each test adminis­
tered to each student.

Conducting the Study

Selection of test sites. Test si tes for the study

were selected on the following criteria:

(1) the possession of a Dig i tal PDP-II computer
running the RSTS/E operating system,

(2) geographic proximity to the author's place of
business,

(3) potential for extensive use of the training
package,

(4) willingness to pay a nominal fee for the use
of the training package and to sign a li-
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censing and non-disclosure agreement binding
them not to advertise their use of The BASIC
Pr imer until the product had been announced
by Digital Equipment Corporation.

Three test sites were selected that met these cr iter ia.

They were Wachusett Regional School District in Holden,

Massachusetts, Rhode Island Junior College in Lincoln, Rhode

Island, and Falmouth High School in Falmouth, Massachusetts.

System installation. After each test site submitted

a purchase order to Digital to make the licensing agreement

legally binding, the author personally delivered The BASIC

Pr imer software on magnetic tape and copies of the sel f-

paced course manuals. He discussed the study with represen-

tatives of each si te and observed the system managers as

they followed the instructions in The BASIC Primer Course

Administrator I s Guide to install the CMI software on their

own computer systems. This involved load ing and compil ing

the CMI system programs, defining site-dependent system

par ameter s, build ing the test files, and ini tial i zing the

data files. All of these tasks except loading and compiling

were accompl ished by an interactive, menu-dr iven appl ica-

tions program wi th many human-engineer ing features similar

to those in the student CMI programs. The installation was

the only time that the author visited any of the sites. All

subsequent communication was accomplished by telephone and

letter.
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Data collection and analysis. The system manager at

each test si te was requested to copy all of the eMI data

files onto a magnetic tape every week. These tapes were

mailed to the author, who loaded them onto a master computer

system. Here the data was combined and processed by analy­

sis programs.

The output of these analysis programs is discussed

in the next chapter.
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Chapter 4

RESULTS OF THE STUDY

The First Subproblem

The first subproblem was to develop a workable CMI

system that could be customer-installed and used by com­

puter-naive learners. Another aspect of this subproblem was

to implement a scheme for gathering system usage data from

customer sites for analysis.

Ease of customer installation. The data relating to

the first aspect of this subproblem is subjective. The CMI

system software was delivered personally to each test si te

by the author. The first installation was performed at

Wachusett Regional School District, where the system manager

is a knowledgeable and experienced user of the RSTS/E oper­

ating system. He elected to build the CMI system on a

private disk pack, and this required some modifications to

the administrative software components. These modifications

were relatively minor, however, and the author was able to

make them at the si te. Once the modifications were made,

the Wachusett system manager was able to follow the Course

Administrator's Guide and build the system.
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The second and third installations were performed at

Rhode Island Junior College and Falmouth High School, re­

spectively. In contrast to Wachusett, the system managers

at these sites were both new RSTS/E users. They were, how­

ever, both able to build the CMI system wi th the author

supplying only "yes" and "no" answers to simple questions.

These installations went smoothly, each requir ing approxi­

mately two hours. Thus the author feels that the CMI system

can be easily and reliably installed by customers, but that

several improvements in the Course Administrator's Guide are

warranted. These include an administrative command summary

and at least one example of a complete system build.

Us~bili!Y~Y_CO!!!E..!:!.!~.E.-naiv~2~~.E.g~E.' The data

relating to the second aspect of this subproblem is also

somewhat subjective. A total of 65 learners used the CMI

system at all three test si tes. Since the timing of the

study did not coincide with normal semesters, almost all of

the learners were adult faculty members (mean age = 33.8),

although it was also used by a 9-year-old who completed the

first 3 modules and a 12-year-old who completed all of the

core modules and earned a diploma. Some of the learners had

previous computer experience, but virtually none of them had

previous experience with the RSTS/E operating system or with

interactive computer-managed instruction. All of the learn­

ers took the course for their own edification; none took it
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as part of a formal instructional program. The distribution

of the learners' academic levels is shown in Table 3.

One measure of the system's usability by these

learners was the number of calls that the author received

regarding problems wi th the software. In the two months

that the system was used, the author received only one such

call. The problem was caused by an incorrectly dimensioned

array, and the system managers were able to correct this

problem by "patching" a single line of code.

Table 3

Instructions

DISTRIBUTION OF LEARNERS' ACADEMIC LEVELS

N = 65

Academic Level

Not yet completed high school

Completed high school

Currently enrolled in an
undergraduate college or
university program

Completed a bachelor's program

Currently enrolled in a
graduate college or
university program

Completed a graduate program

No response

Frequency

6

7

5

11

4

27

5

Percentage

9.2 %

10.8 %

7.7 %

16.7 %

6.2 %

41.5 %

7.7 %
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for doing this were provided to the test si tes via letter.

No calls were received which questioned how the system

worked. A copy of the directions that students received for

using the system is provided in Appendix A.

Another measure of students' success in using the

system was the completeness of the system usage data. This

data was complete except for the registration forms, which

were sometimes not returned and sometimes not filled out

entirely (some students failed to answer some questions).

All statistical data stored automatically by the CMI system

was complete.

Feas.!bi!.!..!:.Y--.Qi data.-£ol.!ect.!,QQ. System managers

were asked to dump the data files on their systems to magne­

tic tape once each week and to mail their tapes to the

author. As it turned out, they mailed tapes every two or

three weeks, depending upon their systems' usage levels.

All tapes received by the author (a total of 11)

were in excellent condition. These tapes were easily loaded

onto a master computer and read with no difficulty or loss

of data. All of the system usage data reported in this

dissertation was derived from the tapes submitted by users.

Thus it may be concluded that a viable scheme for gathering

system usage data was implemented: the mailing of magnetic

tapes.
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The Second Subproblem

The second subproblem was to design the eMI system

so that learners were forced to work through the modules in

the sequence prescribed by the module hierarchy and so that

excessive test taking would be discouraged.

Data for this subproblem is in the form of a chrono-

logical history of each test that was administered. Before

each test was administered, the system stored a test history

record containing the following data:

(1) the student's number,

(2) the number of the module to be tested,

(3) whether the ensuing test was to be a "normal"
test or one "extended" to 30 items (for as­
sessing r e I iabil i ty) ,

(4) the mastery criteria to be used ("pretest" or
"po s t t est") ,

(5) the date, and

(6) the time of day.

A computer program was written to display this chronological

test history data by student. The output of this program

for the Falmouth High School test si te is shown in Figure

14. In addition to the six data items described above, Fig-

ure 14 also shows the differential time, "D", between suc-

cessive test administrations when this time was less than 30

minutes. This data is typical of the other two test si tes

[Text continues on page 87.]
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Data for FALMOUTH HIGH SCHOOL 02-Feb-79, page 77

TEST HISTORY DATA
-----------------

STUDENT 1

STUDENT 2

Mod 1 Normal Pretest 17-Nov-78 12:22 PM
Normal Posttest 17-Nov-78 12:29 PM

STUDENT 3

Mod 1 Normal Pretest 19-Nov-78 11:38 AM

Mod 2 Normal Pretest 19-Nov-78 11:50 AM
Extended Posttest 20-Nov-78 10:40 AM

Mod 3 Normal Pretest 20-Nov-78 11:00 AM
Normal Posttest 20-Nov-78 11:16 AM D = 16 min

Mod 4 Normal Posttest 20-Nov-78 11:20 AM
Normal Posttest 28-Nov-78 02:56 PM

Mod 5 Extended Posttest 28-Nov-78 03:04 PM

Mod 6 Normal Pretest 29-Nov-78 09:14 AM
Normal Posttest 29-Nov-78 02:13 PM

Mod 7 Normal Posttest 29-Nov-78 02:32 PM

Mod 8 Normal Posttest 30-Nov-78 09:08 AM

Mod 9 Extended Pretest 04-Dec-78 09:02 AM
Normal Posttest 04-Dec-78 09:21 AM D = 19 min
Normal Posttest 05-Dec-78 09:08 AM
Normal Posttest 08-Dec-78 07:00 PM
Normal Posttest 14-Dec-78 09:01 AM

Figure 14

TEST HISTORY DATA FOR FALMOUTH HIGH SCHOOL
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Data for FALMOUTH HIGH SCHOOL 02-Feb-79, page 78

Mod 10 Extended Pretest 14-Dec-78 09:13 AM
Normal Posttest 15-Dec-78 09:22 AM
Normal Posttest 15-Dec-78 09:23 AM D = 1 min

Mod 13 Normal Pretest 15-Dec-78 11:04 AM

Mod 7 Normal Posttest 15-Dec-78 11:28 AM
Extended Posttest 18-Dec-78 09:00 AM

Mod 13 Normal Posttest 18-Dec-78 09:10 AM

Mod 11 Normal Pretest 20-Dec-78 09:34 AM
Normal Posttest 21-Dec-78 09:12 AM

Mod 12 Normal Pretest 21-Dec-78 11:24 AM

Mod 14 Extended Pretest 02-Jan-79 02:50 PM
Normal Posttest 03-Jan-79 09:03 AM

Mod 13 Normal Posttest 03-Jan-79 09:21 AM

Mod 15 Normal Pretest 03-Jan-79 11:27 AM
Normal Posttest 09-Jan-79 09:06 AM

Extended Posttest 09-Jan-79 09:10 AM D = 4 min

Mod 12 Normal Posttest 09-Jan-79 09:18 AM
Normal Posttest 16-Jan-79 09:24 AM
Normal Posttest 16-Jan-79 09:26 AM D = 2 min

STUDENT 4

Mod 1 Normal Posttest 20-Nov-78 08:07 AM

Mod 2 Extended Posttest 20-Nov-78 08:12 AM

Mod 4 Normal Posttest 21-Nov-78 07:31 AM
Normal Post test 02-Dec-78 10:35 PM
Normal Posttest 02-Dec-78 10:39 PM D = 4 min
Normal Posttest 03-Dec-78 08:40 PM

Extended Posttest 03-Dec-78 09:16 PM

Figure 14 (continued)

TEST HISTORY DATA FOR FALMOUTH HIGH SCHOOL
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Data for FALMOUTH HIGH SCHOOL 02-Feb-79, page 79

Normal Posttest 03-Dec-78 09:53 PM

Mod 6 Normal Posttest 04-Dec-78 10:02 PM
Normal Posttest 05-Dec-78 08:53 PM

Mod 3 Normal Posttest 05-Dec-78 10:40 PM

Mod 5 Extended Posttest 10-Dec-78 09:53 PM

Mod 7 Normal Posttest 17-Dec-78 03:34 PM

Mod 8 Normal Posttest 17-Dec-78 03:56 PM

Mod 9 Normal Posttest 17-Dec-78 09:43 PM

Mod 5 Normal Posttest 21-Dec-78 12:45 PM

Mod 9 Extended Posttest 21-Dec-78 01:41 PM
Normal Posttest 23-Dec-78 02:30 PM

Mod 10 Normal Posttest 23-Dec-78 03:40 PM

Mod 11 Normal Posttest 25-Dec-78 04:44 PM

Mod 12 Normal Posttest 27-Dec-78 05:21 PM

STUDENT 5

Mod 1 Extended Posttest 29-Nov-78 09:05 AM

Mod 2 Normal Pretest 29-Nov-78 09:17 AM
Normal Posttest 04-Dec-78 08:21 AM

Mod 4 Normal Pretest 04-Dec-78 08:27 AM
Normal Posttest 08-Dec-78 09:04 AM

Extended Posttest 08-Dec-78 10:51 AM
Normal Posttest 08-Dec-78 11:21 AM D = 30 min
Normal Posttest 08-Dec-78 12:29 PM

Mod 3 Normal Pretest 08-Dec-78 12:35 PM

Figure 14 (continued)

TEST HISTORY DATA FOR FALMOUTH HIGH SCHOOL
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Data for FALMOUTH HIGH SCHOOL 02-Feb-79, page 80

Mod 5 Extended Pretest 08-Dec-78 02:39 PM
Normal Posttest 08-Dec-78 02:57 PM D = 18 min

Mod 6 Normal Pretest 08-Dec-78 03:02 PM
Normal Posttest 20-Dec-78 03:05 PM

Extended Posttest 2l-Dec-78 10:54 AM
Normal Posttest 2l-Dec-78 11:19 AM D = 25 min
Normal Posttest 2l-Dec-78 12:25 PM

Mod 7 Normal Pretest 29-Dec-78 02:33 PM

Mod 8 Normal Pretest 09-Jan-79 03:38 PM

STUDENT 6

Mod 1 Normal Pretest 2l-Nov-78 01:50 PM

Mod 2 Normal Pretest 2l-Nov-78 02:04 PM
Normal Posttest 04-Dec-78 09:30 PM
Normal Posttest 10-Dec-78 08:13 PM

Extended Posttest l6-Dec-78 11:37 AM

Mod 4 Normal Pretest l6-Dec-78 12:01 PM
Normal Posttest 30-Dec-78 01:59 PM

STUDENT 7

Mod 1 Normal Posttest 28-Nov-78 12:27 PM

Mod 2 Normal Pretest 28-Nov-78 12:45 PM
Normal Posttest 01-Dec-78 02:31 PM

Extended Posttest 01-Dec-78 02:38 PM D = 7 min

STUDENT 8

Mod 1 Normal Posttest 28-Nov-78 10:37 AM

Figure 14 (continued)

TEST HISTORY DATA FOR FALMOUTH HIGH SCHOOL



82

Data for FALMOUTH HIGH SCHOOL 02-Feb-79, page 81

Mod 2 Normal Pretest 28-Nov-78 10:45 AM
Extended Posttest 04-Dec-78 10:38 AM

Normal Posttest 05-Dec-78 10:56 AM

Mod 4 Normal Posttest 06-Dec-78 10:29 AM
Normal Posttest Il-Dec-78 03:03 PM
Normal Posttest Il-Dec-78 03:12 PM D = 9 min

Mod 3 Extended Posttest Il-Dec-78 03:28 PM

Mod 5 Normal Posttest Il-Dec-78 03:45 PM

Mod 6 Normal Pretest Il-Dec-78 03:54 PM
Normal Posttest 05-Jan-79 02:02 PM
Normal Posttest 05-Jan-79 02:37 PM

Extended Posttest 05-Jan-79 02:44 PM D = 7 min

Mod 7 Normal Pretest 05-Jan-79 03:05 PM

Mod 8 Normal Pretest 05-Jan-79 03:08 PM

Mod 7 Normal Posttest 05-Jan-79 03:23 PM

STUDENT 9

Mod 1 Normal Posttest 28-Nov-78 10:07 AM

Mod 2 Extended Posttest 28-Nov-78 10:16 AM
Normal Posttest 10-Jan-79 10:47 AM

STUDENT 10

Mod 1 Extended Pretest 28-Nov-78 12:04 PM

Mod 2 Normal Posttest 01-Dec-78 02:58 PM
Normal Posttest 01-Dec-78 03:12 PM D = 14 min

Figure 14 (continued)

TEST HISTORY DATA FOR FALMOUTH HIGH SCHOOL
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Data for FALMOUTH HIGH SCHOOL 02-Feb-79, page 82

STUDENT 11

Mod 1 Normal Pretest 29-Nov-78 09:21 AM
Normal Posttest 29-Nov-78 09:28 AM

Mod 2 Normal Posttest 12-Dec-78 09:06 AM
Normal Posttest 12-Dec-78 09:14 AM D = 8 min

STUDENT 12

Mod 1 Normal Pretest 28-Nov-78 01:44 PM
Normal Posttest 28-Nov-78 01:49 PM

Mod 2 Normal Pretest 30-Nov-78 07:53 AM
Extended Posttest 30-Nov-78 07:54 AM D = 1 min

Mod 4 Normal Posttest 01-Dec-78 07:49 AM
Normal Posttest 01-Dec-78 07:52 AM D = 3 min

Mod 6 Normal Posttest 04-Dec-78 07:54 AM

Mod 8 Normal Pretest 04-Dec-78 08:14 AM
Extended Posttest Il-Dec-78 07:50 AM

Mod 9 Normal Pretest Il-Dec-78 11:44 AM
Normal Posttest 18-Dec-78 07:53 AM

Mod 10 Normal Posttest 18-Dec-78 11:35 AM

Mod 7 Normal Pretest 21-Dec-78 02:33 PM

Mod 3 Extended Posttest 03-Jan-79 02:03 PM

Mod 5 Normal Posttest 03-Jan-79 02:13 PM

Mod 7 Normal Posttest 16-Jan-79 02:02 PM

Figure 14 (continued)

TEST HISTORY DATA FOR FALMOUTH HIGH SCHOOL
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Data for FALMOUTH HIGH SCHOOL 02-Feb-79, page 83

STUDENT 13

Mod 1 Normal Pretest 29-Nov-78 07:13 AM

Mod 2 Normal Pretest 29-Nov-78 02:00 PM
Extended Posttest 30-Nov-78 07:13 AM

Mod 4 Normal Posttest 04-Dec-78 07:07 AM
Normal Posttest 06-Dec-78 03:10 PM
Normal Posttest 07-Dec-78 03:15 PM

Mod 5 Normal Pretest 08-Dec-78 02:10 PM

Mod 3 Extended Pretest 08-Dec-78 02:23 PM

Mod 5 Normal Posttest 08-Dec-78 02:52 PM

Mod 6 Normal Pretest 08-Dec-78 03:03 PM
Normal Posttest ll-Dec-78 03:03 PM
Normal Posttest ll-Dec-78 03:31 PM D = 28 min

Mod 7 Extended Pretest ll-Dec-78 03:35 PM

Mod 8 Normal Pretest ll-Dec-78 04:14 PM
Normal Posttest l3-Dec-78 07:06 AM
Normal Posttest l5-Dec-78 01:59 PM
Normal Posttest l5-Dec-78 02:08 PM D = 9 min

Mod 9 Extended Pretest l5-Dec-78 02:24 PM
Normal Posttest 19-Dec-78 06:07 PM
Normal Posttest 22-Dec-78 07:04 AM
Normal Posttest 09-Jan-79 03:39 PM

STUDENT 14

Mod 1 Normal Posttest 03-Dec-78 11:46 AM

Mod 2 Extended Posttest 03-Dec-78 11:54 AM

Figure 14 (continued)

TEST HISTORY DATA FOR FALMOUTH HIGH SCHOOL
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Data for FALMOUTH HIGH SCHOOL 02-Feb-79, page 84

Mod 4 Normal Posttest 30-Dec-78 02:34 PM

STUDENT 15

Mod 1 Extended Pretest 06-Dec-78 10:25 AM

Mod 2 Normal Pretest 07-Dec-78 10:22 AM
Normal Posttest 13-Dec-78 10:33 AM

STUDENT 16

Mod 1 Normal Posttest 06-Dec-78 02:35 PM

Mod 2 Normal Posttest 15-Dec-78 02:35 PM

Mod 3 Normal Pretest 15-Dec-78 02:49 PM

Mod 4 -No rmal Pretest 05-Jan-79 09:01 AM
Extended Posttest 05-Jan-79 09:07 AM D = 6 min

Normal Posttest 05-Jan-79 02:34 PM
Normal Posttest 05-Jan-79 02:43 PM D = 9 min
Normal Posttest 09-Jan-79 02:59 PM
Normal Posttest 09-Jan-79 03:20 PM D = 21 min
Normal Posttest 09-Jan-79 03:23 PM D = 3 min

Mod 5 Normal Posttest 10-Jan-79 03:05 PM

STUDENT 17

Mod 1 Normal Pretest Il-Jan-79 02:48 PM

Mod 2 Normal Pretest Il-Jan-79 02:55 PM
Normal Posttest 12-Jan-79 10:21 AM

Mod 4 Extended Pretest 12-Jan-79 01:59 PM
Normal Posttest 14-Jan-79 04:12 PM

Figure 14 (continued)

TEST HISTORY DATA FOR FALMOUTH HIGH SCHOOL
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02-Feb-79, page 85

Mod 6

Mod 8

SUMMARY

Normal Pretest 14-Jan-79 04:31 PM

Normal Posttest 16-Jan-79 04:08 PM

Number of Normal Pretests = 40
Extended Pretests = 10

Total Number of Pretests = 50 (28.6%)

Number of Normal Posttests = 102
Extended Posttests = 23

Total Number of Posttests = 125 (71.4%)

Total Number of Tests Taken =

Instances of Repeated Tests =
No. of Elapsed Times < 15 m =
No. of Elapsed Times < 30 m =

175

74
15 (20.3%)
22 (29.7%)

Figure 14 (continued)

TEST HISTORY DATA FOR FALMOUTH HIGH SCHOOL
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and is used for the discussion that follows. (Test history

for the other two sites is provided in Appendix B.)

Module sequences. The data in Figure 14 shows that

the CMI system was 100% successful at assuring that students

took the module tests in sequences that were compatible with

the prescr ibed module hier archy (see Figure 7). The data

shows that students did take advantage of the course's

non-l inear structure and skipped around qui te freely when

they had met the prerequisi tes for more than one module.

This skipping, however, was always within the confines of

the prescr ibed module hierarchy. That is, no tests were

administered on modules for which a student had not yet

mastered the prerequisite modules.

The BASIC Primer modules

were designed to require an average study time of approxi-

mately 30 minutes. Data stored by the CMI system showed

that the average time required to take a test was 10.7

minutes. Thus it may be conjectured that students who took

two successive tests on the same module with less than 10-15

minutes in between probably did not study or review the

module, but rather simply repeated the test as soon as a

non-mastery decision was made.

The data for Falmouth High School in Figure 14

indicate that there were 74 instances (out of 175) in which

a student repeated a module test. (The data for Module 1 is
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ignored because the test for this module simply demonstrated

the use of the CMI system. See Appendix A.) In 15 (20.3%)

of the 74 instances, the elapsed time between the two suc­

cessive tests was less then 15 minutes. In a total of 22

instances (29.7%), the elapsed time was less than 30 min­

utes. In 15 (68.2 %) of these 22 instances, the student

demonstrated mastery on the second test administration.

Thus the CMI system did not prevent students from

repeating tests wi thout studying in between. However, it

can be seen that when students did this, the majority were

able to demonstrate mastery on their second try. These data

may be interpreted as indicating that even though students

could repeat tests as soon as they were judged non-masters,

very few did so unless they were qui te certain that they

could demonstrate mastery the second time around. Thus it

may be suggested that the CMI system did discourage exces­

sive test taking.

Othe~-inf~~ence~~om-!es~~i~~Q~Y_~~~~. Three

other inferences can be drawn from the test history data.

First, the data shows that students in the test population

required a total elapsed time of approximately 4 weeks to

complete The BASIC Primer "core" modules (see Figure 7).

Second, the test history data confirms that, within certain

constraints, every fifth test presented to each student was

extended to a 30 item test for assessing reliability as
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Third, the test history data shows that students

often skipped the pretests. This may have been because

students preferred to study the modules before being tested

on them or because they claimed pr ev ious knowledge of the

subject matter. In any event, the ratio of pretests to

posttests presented by the system was always less than 1.

The latter two facts are important in supporting the valid-

ity of the reliability calculations presented in the dis-

cussion of the fourth subproblem.

The Third Subproblem

The third subproblem was to design the CMI system so

that its use required a minimum amount of time.

The CMI system stored two types of data relating to

this subproblem. The first is test time data composed of:

(1) the amount of time that each student spent
on-line,

(2) the number of times that each student logged
into the CMI system,

(3) the amount of time that each student spent
taking tests,

(4) the number of tests that each student took,
and

(5) the number of test items presented to each
student.

These data and related values are summarized in Table 4.

The average time per test was computed by dividing the total

student testing time by the number of tests taken. The
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Table 4

SUMMARY TEST TIME AND RELATED
DATA FOR EACH SITE

Wachusett Rhode
All Regional Island Falmouth

Sites School Junior High
Combined District College School

Total Student 175:54 15:41 124:09 36:04
Time On-Line
(hours:minutes)

Number of Student 659 86 343 230
Logins

Total Student 124:43 11:01 85:46 27:56
Testing Time
(hours:minutes)

Number of Tests 708 108 420 180
Taken

Number of Test 10900 1271 6585 3044
Items Pre-
sented

Average Time Per 10.6m 6.lm l2.3m 9.3m
Test (minutes)

Average Login 41.0% 42.4% 44.7% 29.1%
Overhead
(percent)

Average Time per 41. 2s 31. 2s 46.9s 33.0s
Item (seconds)
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login overhead was computed by dividing the difference

between the total student time on-line and the total student

testing time by the total student testing time. The average

time per item was computed by dividing the total student

testing time by the number of test items presented.

The data in Table 4 shows that:

(1) students typically required 10.6 minutes to
take one test,

(2) students typically took only one or two tests
each time they logged in to the CMI system
(659 tests taken with 708 logins), and

(3) students typically spent about hal f as much
time logging into the system and displaying
their status as they did taking tests (41.0%
login overhead) .

One may therefore conservatively estimate that

students typically required approximately 15 minutes to log

into the system and take a test. This figure is highly

supportive of the contention that use of the CMI system

required a minimum amount of time, especially when one

considers that the test time data includes tests extended

arbitrarily to 30 items (about 20% of all test administered)

to allow assessment of reliability.

The second type of data that relates to this sub-

problem is test length data. It was stated in Chapter 3

that the CMI system employed a sequential probabil i ty test

ratio in an attempt to reduce the number of test items

required to assess mastery. To assess the effect of this

mastery algor i thm, the system stored tallies of the number
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of tests that resul ted in each possible test length (1-30

items). A program was then written to display and analyze

this data. The output of this program for all si tes com­

bined is shown in Figure 15. (The output for each indivi­

dual site is provided in Appendix C.)

The data in Figure 15 are broken down by pretests

and posttests and masters and non-masters. (Note that the

total number of tests taken reported in Figure 15 is less

than that reported in Table 4. This is because Table 4

includes data for Module 1, the demonstration module, while

Figure 15 only includes data for Modules 2 through 16.) The

totals are also corrected for extended and student­

terminated tests. (Student-terminated tests are those in

which students entered "quit" before the test was com­

pleted. )

Corrections were made as follows. First, the number

of tests 1 item in length ("19" in Column 3 and "30" in

Col umn 5) were subtr acted from the "Ac tual Total s" because

the earliest that any classification could be made using the

sequential probability test ratio was on a test 2 items in

length. The number of tests I item in length must therefore

all have been student-terminated tests. Second, the number

of tests 30 i terns in length in each col umn was reduced by

the total number of extended master or non-master tests

times the fraction of 30-item tests in the column.
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No. of Pretests = 216 No. of Extended Masters = 46
No. of Posttests = 397 No. of Extended Non-Masters = 49
Total No. of Tests = 613 Total No. of Extended Tests = 95

Test No. of No. of
Length No. of Pretest No. of Posttest
in No. Pretest Non- Posttest Non-
Items Masters Masters Masters Masters

1 0 19 0 30
2 0 2 0 7
3 0 13 0 11
4 0 10 0 18
5 0 10 0 11
6 0 8 0 9
7 0 13 0 4
8 0 4 4 7
9 0 9 9 6

10 0 3 14 4
11 2 8 10 4
12 1 2 3 4
13 1 3 10 5
14 1 4 4 3
15 1 3 5 0
16 0 1 5 2
17 1 2 7 1
18 0 3 12 2
19 0 4 9 2
20 1 3 5 4
21 1 3 5 4
22 2 4 1 2
23 0 2 4 1
24 1 1 9 2
25 0 1 3 0
26 1 1 6 1
27 1 2 3 3
28 2 6 5 4
29 5 3 5 3
30 25 23 84 21

Actual Totals: 46 170 222 175

Corrected Totals: 35 128 187 124

Mean Length: 25 11 21 10
Median Length: 29 9 20 8

Figure 15

TEST LENGTH DATA FOR ALL SITES COMBINED
ON MODULES 2 THROUGH 16
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For example, the actual number of 30-item tests in Column 2,

pretest masters, is 25, and the actual number of 30- item

tests in Column 4, posttest masters, is 84. The total

number of 30-item master tests is therefore 25 + 84 = 109.

The number of extended master tests der i ved from the test

history data is 46 (shown at the top right of the figure).

The portion of these 46 that were subtracted from the 25 in

Col umn 2 was 46 * (25/109) = 11. These 11 account for the

correction of the Column 2 total from 46 to 35. Likewise,

the proportion subtracted from the 84 in Column 4 was 46 *

(84/109) = 35. The Column 4 total was therefore corrected

to 222 - 35 = 187.

In Col umns 3 and 5, the total number of 30- item

non-master tests is 23 + 21 = 44. The number der ived from

the test history data, however, is 49. This indicates that

at least 5 of the extended non-master tests were terminated

by students prematurely. Therefore, all of the 44 30-item

tests were assumed to be extended tests and were subtracted

out. The cor rected Col umn 3 total was computed as 170

(actual) - 23 (30-item) - 19 (I-item) = 128. The corrected

Column 5 total was 175 - 21 - 30 = 124. The mean and median

test lengths were then computed with the corrected totals.

The data in Figure 15 shows that, in 71.6% of the

tests that resulted in mastery classifications and in 100%

of the tests that resul ted in non-mastery classifications,

the sequential probability test ratio was able to terminate
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the test before it reached 30 items in length. This indi-

cates that the sequential probability test ratio contributed

significantly to reducing test lengths and shortening test

time.

The test length statistics shown at the bottom of

Figure 15 also reflect this contention because the mean and

median test lengths for each of the four types of tests are

all less than 30 items. In addition, the test length sta-

tistics also accurately reflect the various certainty cri-

ter ia (er ror probabil i ties) for each of four types of tests

as set by the author. This relationship is shown in Table

5. Further data on the 95 tests extended to 30 items indi-

cates that, on the average, these extended test could have

been terminated after 18.5 items had been presented if the

sequential probability test ratio had been applied.

Table 5

A PRIORI ERROR PROBABILITIES AND
A POSTERIORI MEDIAN TEST LENGTHS

These

Allowable Median
Test Type and Critical Error Test
Classification Score Probability Length

Pretest Master 90 % .025 29
Posttest Master 85 % .050 20
Pretest Non-Master 65 % .058 9
Posttest Non-Master 60 % .104 8
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early terminations would have resul ted in an average time

saving of 6.2 minutes on each extended test. It may there-

fore be concluded that:

(1) the eMI system designed for this study was at
least moderately successful in meeting its
objective of requiring a minimum amount of
time for its use, and

(2) the sequential probability test ratio was a
significant factor in reducing test lengths
and testing time.

The Fourth Subproblem

The fourth subproblem was to implement an algorithm

that maintained r e I iabil i ty with short tests and to devise

and implement a scheme for assessing the validi ty of this

algorithm.

The algorithm selected to maintain reliability while

reducing test length was the sequential probabili ty test

ratio. The data in Figure 15 and Table 5 show that this

algorithm was correctly implemented. Figure 15 shows that

test lengths did indeed vary widely, and Table 5 shows that

these variances were consistent with the a priori error

probabilities set by the author, i.e., the median test

length varies inversely with the allowable error probabil-

ity.

The scheme devised for assessing the reliability of

the sequential probabili ty test ratio was to extend every

fifth test presented to each individual student to 30 items,
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regardless of the test parameters. The system then stored:

(1) the system's mastery decision on the extended
test,

(2) the decision that would have been made if the
test had been terminated early.

These data can be arranged in a 2x2 table as shown in Table

6. Using the data in this format, the percentage of agree-

ment, kappa, phi, and G indices can be computed using the

formula discussed in Chapter 2 (cf. pages 25-26).

Table 6

MODEL OF RELIABILITY DATA

EARLY DECISION

Master Non-Master

Master A C A+C
EXTENDED
DECISION

Non- B D B+D
Master

A+B C+D N=A+B+C+D

Table 7 presents the combined test reliability data

for all si tes. (The data for each individual site is in-

eluded in Appendix D.) This data shows that there were a

total of 95 extended tests and that in 92 (96.8%) of these

the decisions on the short tests and extended tests agreed.

In 3 cases, the system would have made a Type I or false

negative error (by classifying a true master as a non-
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Table 7

TEST RELIABILITY DATA FOR ALL SITES
COMBINED ON MODULES 2-16

EARLY DECISION

Master Non-Master

Master 43 3 43
EXTENDED
DECISION

Non- 0 49 49
Master

43 52 N = 95

master) if the early decision had been allowed to stand.

The system would not have made any Type II (false posi tive)

errors if it had accepted its early decisions. That is, it

would never have classified a true non-master as a master.

The corresponding reliability indices for the data

in Table 7 are as follows:

Percentage of Agreement = 0.968
Kappa = 0.937

Phi = 0.939
G = 0.937

These indices indicate that the sequential probability test

ratio yielded highly reliable classifications, even when the

tests were shortened. In fact, as discussed in relation to

the third subproblem, average savings of 11.5 items and 6.2

minutes per test could have been realized if the early deci-

sions had been accepted.



99

Some question may ar ise as to whether the observed

resul ts in Table 7 vary significantly from the theoretical

resul ts based on the a pr ior i error probabil i ties. This

question may be addressed as follows.

The expected values in each cell cannot be computed

simply from the marginal totals, because the expected ratios

of the val ues in cells A to Band C to D are not 1: 1.

Rather, these ratios are a function of the a priori error

probabilities. For example, if all extended tests were

posttests, the expected value in cell ~ would be

.95 x (A+B)

because .95 = 1 - .05 (the allowable probability of a false

positive error on posttests). The expected value in cell ~

would be

.05 x (A+B)

However, not all extended tests were posttests.

The pretest and posttest fractions were derived from the

test history data by counting the number of extended pre­

tests and extended posttests for Modules 2 through 16. For

all sites combined, these fractions were .345 and .655,

respectively. Given these fractions and the a priori error

probabilities shown in Table 5, the expected values for each

of the four cells may be computed as follows:



Cell A:

Cell B:

Cell C:

Cell D:

100

((.975x.345)+(.950x.655)) x 43 = 41.221

((.025x.345)+(.050x.655)) x 43 = 1.779

((.058x.345)+(.104x.655)) x 52 = 4.583

((.942x.345)+(.896x.655)) x 52 = 47.417

Using the observed and expected val ues, chi-square may be

computed as follows (Ary et al., 1972):

"" (f -f )2x2 = ~ of e = 2.512
e

with one degree of freedom, this value is not significant at

the .05 level of confidence. It may therefore be concluded

that, using the chi-square test, the observed data do not

vary significantly from the theoretical data, and thus the

reported reliability indices may be taken as valid measures.

However, the use of the chi-square test in this

situation may be challenged. Several researchers (Issac and

Michael, 1971; Lewis and Burke, 1949; Siegel, 1956) have

pointed out that chi-square is not valid with "low" expected

frequenc ies, specif ically, frequenc ies less than 5. Even

though the total N for Table 7 is 96, the expected frequen-

cies for cells Band C do fall below 5. In such cases,

Siegel (1956) and Issac and Michael (1971) recommend the use

of the Fisher Exact Probabil i ty Test. However, the author

does not feel that this test is appropriate for the data in

Table 7 because its computation is based solely on the mar-
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ginal totals and assumes that the expected ratios of the

values in cells A to Band C to Dare 1:1. As shown pre­

viously, this assumption is not valid for the data at hand.

There is one other test that can be appl ied to the

data in Table 7: the Kolmogorov-Smirnov One-Sample Test.

This test provides a measure of "the degree of agreement

between the distribution of a set of sample values and some

specified theoretical distribution" (Siegel, 1956). More­

over, Siegel claims, the Kolmogorov-Smirnov test is appli­

cable for very small samples. The cr i tical val ue in this

test, D, is the maximum difference between the cumulative

percentage of theoretical val ues for each category and the

corresponding cumulative percentage of observed values. The

data for computing the Kolmogorov-Smirnov D for the data in

Table 7 is shown in Table 8.

The maximum difference, D, is 0.019. The signifi-

cance of this value of D for an N of 95 is evaluated by

dividing standard values (Siegel, 1956) by the square root

of N. At the .05 level, the standard value is 1.36, and

thus the cr i tical val ue for signi ficance is 0.140. Since

0.019 is less than 0.140, the Kolmogorov-Smirnov test also

indicates that the observed data in Table 7 does not vary

significantly from the theoretical cell frequencies.

It may therefore be concluded from the data in Fig­

ure 15 and Table 7 that the shortening of tests by applying

a sequential probability test ratio did significantly reduce
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Table 8

COMPUTATION OF THE KOLMOGOROV-SMIRNOV D
FOR THE DATA IN TABLE 7

N = 95

Theoretical Observed
Cell Cumulative Cumulative Difference

Percentage Percentage

A 0.434 0.453 0.019
B 0.453 0.453 0.000
C 0.484 0.501 0.017
D 1. 000 1. 000 0.000

test lengths, but that it did not significantly reduce test

reliability.

The Fifth Subproblem

The fifth subproblem was to devise and implement a

scheme for assessing the val idi ty of the CMI system's test

items.

The CMI system stored tallies of the number of

students choosing each al ternative for each test i tern in

four categories:

(1) pretests on which master decisions were made,

(2) pretests on which non-master decisions were
made,

(3) posttests on which master decisions were
made, and
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(4) postests on which non-master decisions were
made.

This data was used to generate a complete cr iter ion-refer-

enced i tern analysis for each test item. The item analysis

data for Module 2 is presented in Figure 16. (Due to their

volumes, data for Modules 3-16 are not included in this

dissertation.)

The indices in Figure 16 were computed as follows.

The difficul ty indices are the number of masters and non-

masters who responded correctly divided by the number of

item administrations. (Asterisks are used to mark the

correct response for each item.) The pretest and posttest

discrimination indices are the differences between the

percent of correct masters and the percent of correct non-

masters. The pretestjposttest discrimination index is the

percent of correct posttest masters minus the percent of

correct pretest non-masters. This last index provides one

of the best measures of the validity of a criterion-refer-

enced test item (Glaser, 1963).

The data in Figure 16 show that Items 1-2 (Objective

1, Item 2), 1-5, 7-7, and 7-12 may be defective because they

have negative pretestjposttest discrimination indices.

Close examination of these items revealed indicators of the

[Text continues on page 109.]



Item Analysis Data for ALL SITES COMBINED on Module 2 22-Jan-79, page 1

Percnt Percnt -- Number of Masters Responding -- Number of Non-Masters Responding
Obj Itm Item Test No. of Corr Corr Diff. Disc. '1',Y F,N T,Y F,N
No. No •. Type Type Admins Mast N-Mast Index Index A B C D E Skip A B C D E Skip

------ ---- ------

1 1 MC4 Pre 13 100% 89% 0.92 0.11 0 0 4 * 0 -- 0 0 0 8 * 1 -- 0
Post 21 100% 67% 0.95 0.33 '" 0 18 0 -- 0 1 0 2 0 -- 0

Pre/Pst 34 100% 83% 0.94 0.11
'"

0 22 0 -- 0 1 0 10 1 -- 0

1 2 MC4 Pre 16 50% 42% 0.44 a. 08 1 2 * 0 1 -- 0 2 5 * 0 5 -- '"Post 18 23% 0% 0.17 0.23 3 3 0 6 -- I 4 0 0 1 -- ",.

Pre/Pst 34 29% 29% 0.29 -0.19 4 5 0 7 -- I 6 5
'"

6 -- 0

1 3 MC4 Pre 5 100% Hl0% 1. "'0 !:J. 00 0 0 2 * 0 -- 0 0 0 3 * Vi -- 0
Post 17 100% 67% (L88 0.33 0 0 11 0 -- 0 1 1 4 0 -- 0

Pre/Pst 22 100% 78% 0.91 '" • fH>, 0 0 13 0 -- 0 1 1 7 0 --
'"

1 4 TF Pre 9 75% 100% 0.89 -0.25 1 3 * -- -- -- 0 0 5 * -- -- -- 0
Post 17 100% 100% 1. 00 . 0.00 0 13 -- -- -- 0 0 Ll -- -- -- (II

Pre/Pst 26 94% 100% 0.96 0.00 1 16 -- -- -- 0 0 9 -- -- --
'"'

1 5 TF Pre 9 100% 100% 1.00 0.00 4 * 0 -- -- -- 0 5 * 0 -- -- -- (iI

Post 23 85% 100% 0.87 -0.1S 17 3 -- -- -- 0 3 0 -- -- -- 0
Pre/Pst 32 88% 100% 0.91 -0.15 2J 3 -- -- -- 0 8 0 -- -- 0

1· 6 YN Pre 8 100% 50% 0.63 0.50 2 * '" -- -- --
'"'

3 * 3 -- -- -- 0
Post 22 88% 100% 0.91 -0.12 15 2 -- -- -- 0 5 0 -- -- -- PI f-I

Pre/pst 30 89% 73% 0.83 ·0.38 17 2 -- -- -- 0 8 3 -- -- -- '"
0
~

1 7 YN Pre 10 100% 86% 0.90 0. J 4 0 3 * -- -- -- 0 1 6 * -- -- -- fl
Post 19 93% 25% 0.79 0.68 1 14 -- -- -- 0 3 1 -- -- -- 0

Pre/Pst 29 94% 64% 0.83 0.08 1 17 -- -- -- 0 4 7 -- -- --
'"

1 8 MC5 Pre 8 100% 86% 0.88 0.14 " 0 0 1 * 0 0 (1 0 0 (; * 1 0
Post .12 100% 100% 1. 00 0.00 0 0 0 9 0 0 0 0 0 3 0 r

Pre/Pst 20 10l'J% 90% 0.95 0.14 0 0 0 HI 111 0 fl 0 0 9 1
'"'

1 9 MC5 Pre 7 100% 83% 0.86 0.17 0 0 0 0 1 * 0 1 0 0 0 5 * 0
Post 20 100% 100% 1.00 0.00 0 0

'" '" 17 '" 0 0 '" '" 3 0
Pre/Pst /.7 10111% 89% 0.96 0.17 0 " 0 0 18 III 1 0 0 0 8 0

1 10 MC5 Pre 13 100% 38% 0.62 0.63 0 5 * 0 0 0 ° 4 3 * 0 1 0
'"Post 19 100% 100% 1. 00 0.(Hl 0 16 0 0 0 0 0 3 0 0 (-' 0

pre/Pst 32 11110% 55% 0.84 0.63 0 21 0 0 fl 0 4 Ii 0 1 0
'"---------

2 1 MC4 Pre 8 100% 67% 0.75 0.33 2 *
'"

0 0 -- '"
t1 * 1 0 1 -- "Post 25 100% 100%· 1. 00 0.00 22 0 fl 0 --

'"
3 0

'"
(iI -- 0

Pr·e/Pst 33 100% 78% 0.94 0.33 24 0 0 0 -- 0 7 1
""

1 -- 0-

2 2 MC4 Pre 9 100% 50% 0.67 0.50 0 0
""

3 * -- 0 0 1 1 3 * -- I
Post 20 77% 57% 0.70. 0.20 2

""
1 HI -- 0 1

""
2 '1 -- 0

Pre/Pst 29 81% 54% 0.69 0.27 2 0. 1 13 -- 0 1 1 3 7 -- J

Figure 16



Item Analysis Data for ALL SITES COMBINED on Module 2 22-Jan-79, page 2

Percnt Percnt -- Number of Masters Responding -- Number of Non-Masters Respon~ing
Obj Itm Item Test No. of Corr Co rr Di £1;. Disc. T,Y F,N T,Y F,N
No. No. Type Type Admins Mast N-Mast Index Index 1\ B C D E Skip 11 E\ C D E Skip

------

2 3 TF Pre 15 100% 83% 0.87 0.17 3 * 0 -- -- -- 0 10 * 2 -- -- -- 0
Post 24 ' 100% 100% 1. 00 0.00 17 0 -- -- -- 0 7 11 -- -- -- 0

pre/Pst 39 100% 89% 0.95 0.17 20 0 _.- -- -- '" 17 2 -- -- -- 0

2 4 TF Pre 6 100% 8fl% 0.83 0.2fl 1 * fl -- -- -- 0 4 * 1 -- -- -- 0
Post 12 80% 100% 0.83 -lL2fl 8 2 -- -- -- 0 2 0 -- -- --, 0

Pre/Pst 18 82% 06% 0.83 0.00 9 2 -- -- -- 0 6 1 -- -- -- 0

2 5 TF Pre 13 75% 56% 0.62 0.19 3 * 0 -- -- -- I 5 * 3 -- -- -- 1
Post 20 94% 100% 0.95 -0.1'16 15 ) -- -- -- 0 4 1'1 -- -- -- 0

Pre/Pst 33 90% 69% fl.82 0.38 18 1 -- -- -- I 9 3 -- -- -- 1

2 6 MC4 Pre 13 100% 33% 0.54 fl.67 0 4 * '" 0 -- 0 2 3 * 2
'"

-- ·2
Post 24 95% 75% 0.92 0.2'" 0 19 1 0 -- 0

'"
3 0 1 -- 0

Pre/Pst 37 96% 46% 0.78 0.62 0 23 1 0 -- 0 2 6 2 1 -- 2

2 7 TF Pre 7 Hl0% 50% 0.71 0.50 0 3 * -- -- -- 0 2 2 * -- -- --
'"Post 15 101'1% 67% 0.93 0.33 0 12 -- -- -- 0 1 2 -- -- -- 1'1

Pre/Pst 22 100% 57% 0.86 0.50
'"

15 -- -- -- 0 3 4 -- -- -- '"
2 8 YN Pre 11 HHl% 100% 1.1'11'1 0.1'11'1 2 * 0 -- -- -- 1'1 9 * 0 -- -- -- QI

Post 23 101'1% 67% fl.91 0.33 17 0 -- -- -- 1'1 4 ') -- -- -- 0
Pre/Pst 34 100% 87% 0.94 0.00 19 0 -- -- -- 0 13 2 -- -- -- 0 f-l

0
2 9 YN Pre 15 100% 64% 0.73 0.36 0 4 * -- 0 3 7 * -- -- I lil-- -- --

Post 24 89% 67% 0.83 0.22 2 16 -- -- -- fl 2 4 -- -- -- 0
Pre/Pst 39 . 91% 65% fl.79 "'.25 2 2'" -- -- --

'"
5 11 -- -- -- I

---------

3 1 MC4 Pre 14 Ifl0% 40% fl.57 1'1.60 <1 * 0 0 '" -- 0 4 * 2 2 2 -- 0
Post 36 81% 78% fl.81 0.04 22 1 1 3 -- 0 7

'"
0 2 -- 0

Pre/Pst 50 84% 58% 0.74 0.41 26 1 1 3 -- 0 11 2 2 4 -- "
3 2 TF Pre 22 101'1% 88% 0.91 0.13 0 6 * -- -- -- 1'1 2 14 * -- -- -- 0

Post 38 97% 88% 0.95 0.09 1 29 -- -- -- 0 1 7 -- -- -- 0
Pre/Pst 60 97% 88% 1'1.93 0.09 1 35 -- -- -- 0 3 21 -- -- -- "

3 3 TF Pre 23 100% ·76% 0.83 0.24
'"

6 * -- -- -- 0 4 13 * -- -- -- 0
Post 37 87% 86% 0.86 1'1.01 4 26 -- -- -- '" 1 6 -- -- -- 0

Pre/Pst 60 -89% 79% 0.85 1'1.10 4 32 -- -- -- fl 5 19 -- -- --
'"

3 4 TF Pre 20 83% 71% 0.75 fl.12 5 * 1 -- -- -- 0 10 * 4 -- -- -- 0
Post 37 71% 33% 0.62 13.38 2fl 8 -- -- -- QI :1 6 -- -- -- Pi

pre/Pst 57 . 74% 57% 1'1.67 fl.130 25 9 -- -- -- 0 13 113 -- -- -- fl

3 5 MC4 Pre 19 813% 86% fl.84 -Ql.fl6 1 0 4 * '" -- 0 1 fl 12 * 1 -- QI
Post 35 97% 113fl% fl.97 -0.03 1 1'1 29 fl -- 0 QI 0 5

'"
-- 0

Pre/Pst 54 94% 89'1; fl.93 0.11 2 fl 33 0 --- fl 1 (1 17 . ] -- 0
---------

Figure 16 (continued)



Item Analysis Data for ALL SITES COMBINED on Module 2 22-Jan-79, pege 3

Percnt Percrit -- Number of Masters Responding -- Number of Non-Masters Responding
Obj Itm Item Test No. of Carr Carr Di ff. Disc. T,Y F,N T,Y F,N
No. No. Type Type Admins Mast N-Mast Index Index A B C D E Skip A B C D E Skip

------ ----- ------ ---
4 1 TF Pre 15 HH~% 413% 0.60 0.60 5 * 0 -- -- -- 0 4 * 5 -- -- -- I

Post 26 71% 80% 0.73 -0.09 15 (, -- -- -- 0 4 1 -- -- -- 0
Pre/Pst 41 77% 53% 0.68 0.31 20 6 -- -- -- fil 8 6 -- -- -- ]

4 2 TF Pre 18 100% 64% 0.72 0.36 0 4 * -- -- -- 0 4 9 * -- -- -- I
Post 29 90% 63% IL83 'L28 2 1,9 -- -- -- 13 3 5 -- -- -- 0

Pre/Pst 47 92% 64% 0.79 0.26 2 23 -- -- -- 0 7 14 -- -- -- ]

4 3 TF Pre 20 80% 40% 0.50 0.40 1 4 * -- -- -- 0 8 6 * -- -- -- ]
Post 30 79% 50% 0.73 0.29 5 19 -- -- -- 0 3 3 -- -- -- 0

Pre/Pst 50 79% 43% 0.64 0.39 I; 23 -- -- -- 0 11 9 -- -- -- I

4 4 TF Pre 15 100% 78% 0.87 0.22 6 * I' -- -- -- 0 7 * 2 -- -- -- 0
Post 27 95% 100% 0.96 -0.05 21 1 -- -- -- 0' 5 0 -- -- -- 0

Pre/Pst 42 96% 86% 0.93 '11.18 27 1 -- -- -- 0 12 2 -- -- -- 0

4 5 TF Pre 13 25% 0% 1?J. 08 '11.25 1 * 3 -- -- -- f1l o * 8 -- -- -- I
Post 37 31% 0% 0.22 0.3] 8 18 -- -- -- 0 0 11 -- -- -- 0

Pre/Pst 50 30% 0% 0.18 0.31 9 21 -- -- -- fil 0 19 -- -- -- I

4 '6 MC4 Pre 17 75% 31% 0.41 0.44 ] 0 3 * 0 -- 0 5 1 4 * 2 -- I
Post 35 93% 50% 0.83 '11.43 1 0 25 1 -- 0 1 1 4 1 -- I

Pre/Pst 52 90% 38% 0.69 0.62 2 0 28 1 -- 0 6 2 8 3 -- 2 I-'
--------- 0

0'\

5 1 TF Pre 20 86% 69% 0.75 0.16 1 6 * -- -- -- 0 4 9 * -- -- -- 0
Post 39 87% 56% 0.79 0.31 ;] 26 -- -- -- 0 ;] 5 -- -- -- 0

Pre/Pst 59 86% 64% 0.78 0.17 5 32 -- -- -- f'l P, 14 -- -- -- "
5 2 TF Pl:e 19 83% 46% 0.58 0.37 1 5 * -- -- -- 0 7 6 * -- -- -- 0

Post 36 78% 33% 0.67 0.44 6 21 -- -- -- 0 6 3 -- -- -- 0
Pre/Pst 55 79% 41% 0.64 0.3:? 7 26 -- -- -- 0 13 9 -- -- -- 0

5 3 TF Pre 22 HHiJ% 8H 0.86 0.19 6 * 0 --, -- -- 0 13 * 2 -- -- -- I
Post 33 96% 86% 0.94 0.10 25 i -- -- -- 0 6 1 -- -- -- 0

Pre/Pst 55 97% 83% 0.91 0.15 31 1 -- -- -- 0 19 3 -- -- -- 1

5 4 TF Pre 19 100% 81% 0.84 0.19 3 * 0 -- -- -- 0 13 * 1 -- -- -- 2
Post 40 84% 88% 0.85 -0.'0 27 5 -- -- -- 0 7 1 -- -- -- "Pre/Pst 59 86% 83% 0.85 0.03 30 5 -- --- -- 0 20 2 -- -- -- 2

5 5 MC4 Pre 20 25% 25% 0.25 0.00 2 0 1 1 * -- 0 8 0 2 4 * -- 2
Post 38 55% 14% 0.47 0.41 9 4 1 17 -- 0 3 QI 3 1 -- 0

Pre/Pst 58 51% 22% 0.40 0.30 11 4 2 Ifl -- 0 11 0 5 5 -- 2
---------

6 1 MC4 Pre 21 100% 100% 1.00 IL01'1 0 0 11 * 0 -- 0 0 Iil 17 * 0 -- 0
Post 33 100% ]00% 1.00 0.00 0 0 26 0 -- " 0 0 7 0 -- 0

Pre/Pst 54 100% 100% 1. 00 0.00 0
'"

30 0 -- 0 0 0 24 0 -- 1'1

Figure 16 (continued)



Item Analysis Data for ALL SITES COMBINED on Module 2 22-Jan-79, page 4

Percnt Percnt -- Number of Masters Responding -- Number of Non-Masters Responoing
Obj Itm Item Test No. of Carr Corr Diff. Disc. T,Y F,N T,Y F,N
No. No. Type Type Admins Mast N-Mast Index Inoex " B C D E Skip A B C D E Skip

------

6 2 TF Pre 15 HHI% 56% 0.73 0.44 6 * 0 -- -- -- 0 5 * 4 -- -- -- 0
Post 34 92% 67% 1'.85 0.25 23 2 -- -- -- I' 6 3 -- -- -- 0

Pre/Pst 49 94% 6J.% 0.82 0.36 29 2 -- -- -- 0 11 7 -- -- -- 0

6 3 MC4 Pre 16 100% 36% 0.56 0.64 5 * 0 0 0 -- 0 4 * 1 1 5 -- 0
Post 32 92% 51'% 0.81 0.42 22 I' 0 2 -- 0 .., I' 0 4 -- 0

Pre/Pst 48 93% 42% 0.73 0.55 27 0 0 2 -- 0 8 1 1 9 -- 0

6 4 MC4 Pre 18 100% 43% 0.56 0.57 0 4 * 0 0 -- 0 2 6 * 3 2 -- I
Post 30 81% 0% 0.70 1'.81 0 21 3 2 -- 0 1 0 1 2 -- 0

Pre/Pst 48 83% 33% 0.65 0.38 0 25 3 2 -- 0 3 6 4 4 -- I

6 5 TF Pre 9 67% 50% 1'.56 0.17 1 2 * -- -- -- 0 3 3 * -- -- -- 0
Post 29 91% 67% 0.86 0.25. 2 21 -- -- -- 0 2 4 -- -- -- 0

Pre/Ps.t 38 88% 58% 0.79 0.41 3 23 -- -- -- 0 5 7 -- -- -- 0

6 6 TF Pre 19 75% 67% 0.68 0.08 3 * 1 -- -- -- 0 10 * 3 -- -- -- 2
Post 31 71% 43% 0.65 0.28 17 7 -- -- -- 0 3 4 -- -- -- 0

Pre/Pst 50 71% 59% 0.66 0.04 20 8 -- -- -- 0 13 7 -- -- -- 2
---------

7 1 MC4 Pre 10 HHl% 29% 1".50 0.71 0 0 3 * 0 0 1 3 2 * 1 0 I-'-- -- 0
Post 9 86% 50% 0.78 Il.36 0 1 6 0 -- 0 0 1 1 0 -- 0 -.....J

-Pre/Pst 19 90% 33% 0.63 0.57 0 1 9 0 -- '1 1 4 3 1 -- 0

7 2 TF Pre 9 67% 17% 0.33 0.50 1 2 * -- -- -- 0 5 1 * -- -- -- fl
Post 16 73% 40% 0.63 0.33 3 8 -- -- -- 0 3 2 -- -- -- 0

Pre/Pst 25 71% 27% 0.52 0.56 4 10 -- -- -- 0 8 3 -- -- -- 0

7 3 MC4 Pre 8 100% 57% 0.63 0.43 0 0 1 * 0- -- 0 1 0 4 * 0 -- 2
Post 15 100% 33% 0.87 0.67 (') 0 12 0 -- 0 1 1 1 0 -- 0

Pre/Pst 23 IIHI% 50% 0.78 1'1.43 0 (') 13 0 -- 0 2 J. 5 0 -- 2

7 4 MC4 Pre 9 83% HJ0% 0.89 -0.17 1
'"

5 * 0 -- 0
'"

0 3 * 0 -- (l

Post 12 100% 100% 1. 00 0.00 I' 0 9 0 -- 0 fl
'"

3 (II -- IJ
Pre/Pst 21 93% 100% I". 95 0.00 1 0 14 0 -- 0 '" 0 fi 0 -- II

7 5 MC4 Pre 7 HHI% 100% 1. 01' 0.01'1 0 3 * 0 0 -- 0 0 4 * ((I 0 -- 0
Post 14 H10% IIHI% 1.00 0.00 0 12 1'1 0 -- 0 0 2 0 (1 --

'"Pre/Pst 21 11"0% 100% 1.0P 0.00
'"

15 0 0 -- I' 0 s 0 0 --
""

7 -6 MC4 Pre 9 0% 78% 0.78 -0.78 0 1'1 o * 0 -- 0 (l 0 7 * 1 -- I
Post 17 100% 33% 0.88 l-lo67 0 0 14 0 -- 0 0 2 1 0 -- 0

Pre/Pst 26 100% 67% 0.85 0.22 0 0 14 0 -- 0 (l ~ 8 1 -- I/-

7 7 MC4 Pre 7 100% 83% 0.86 0.17 0 1 * 0 0 -- 0 1 5 * 0
'"

-- "Post 10 71% 33% 0.60 0.38 1 5 0 1 --- 1'1 1 1 1 0 --
'"Pre/Pst 17 75% 67% Ill. 71 -0.12 1 6 0 ] --

'"
2 6 1 0 --

'"
Figure 16 (continued)



Item Analysis Data for ALL SITES COMBINED. on Module 2 22-Jan-79, page 5

Percnt Percnt -- Number of Masters Responding -- Number of Non-Masters Responding
Obj Itm Item Test No. of Carr Carr Diff. Disc. T,Y F,N T,Y F,N
No. No. Type Type Admins Mast N-Mast Index Index A B C D E Skip A B C D E Skip

_._----

7 8 YN Pre 9 0% 63% 0.56 -0.63 1 o * -- -- -- 0 2 5 * -- -- -- I
Post 16 79% H1CII% 0.81 -0.21 3 11 -- -- -- 0 0 2 -- -- -- lil

Pre/Pst 25 73% 70% 0.72 0.16 4 11 -- -- -- 0 2 7 -- -- -- I

7 9 YN Pre 8 67% 60% 0.63 0.07 1 2 * -- -- -- 0 2 3 * -- -- -- (II

Post 17 73% 100% 0.76 -a , 27 4 11 _.- -- -- 0 lil 2 -- -- -- 0
Pre/Pst 25 72% 71% 0.72 0.13 5 13 -- -- -- 0 2 5 -- -- -- lil

7 10 MC4 Pre 6 0% 83% 0.83 -0.83 o * 0 0 0 -- 0 5 * 1 0 0 -- Ii!
Post 22 100% 71% 0.91 0.29 15 0 0 0 -- 0 5 1 1 0 -- lil

Pre/Pst 28 H10% 77% 0.89 0.17 15 0 0 lil -- 0 ]0 2 1 lil -- 0

7 11 TF Pre 8 67% 20% 0.38 0.47 1 '2 * -- -- -- 0 11 1 * -- -- -- 0
Post 11 56% 0% 0.45 0.56 4 5 -- -- -- 0 2 0 -- -- -- Ii!

Pre/Pst 19 58% 14% 0.42 0.36 5 7 -- -- -- 0 6 1 -- -- -- 0

7 12 TF Pre 8 100% 100% 1.00 0.IHl 2 * 0 -- -- -- 0 6 * 0 -- -- -- 0
Post 16 92% ]00% 0.94 -0.08 ] 2 1 -- -- -- 0 3

'"
-- -- --

'"Pre/Pst 24 93% 100% 0.96 -0.08 14 1 -- -- -- 0 9 0 -- -- -- 0

7 13 TF Pre 5 100% 33% 0.60 0.67 0 /. *. -- -- -- 0 2 1 * -- -- -- (II

Post 14 78% 40% 0.64 0.38 2 7 -- -- -- 0 3 2 -- -- -- 0 I--'
Pre/Pst 19 82% 38% 0.63 0.44 2 9 -- -- -- lil 5 3 -- -- -- " 0

=.======== 00

Number of items in Module 2 = 54

Figure 16 (continued)
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types of misunderstandings that students had. For example,

Item 1-2 was:

Which PRINT statement will display the numeric
1024 when executed?

A. 10 PRINT "1024"
B. 10 PRINT 1024
C. 10 PRINT "1"+"0"+"2"+"4"
D. (Both A and B are correct.)

The correct answer for this item is B. However, 7 out of

the 16 masters chose D. This may show that the instruc-

tional materials did not satisfactorily differentiate be-

tween numeric and string constants.

It is difficult to assess the validity of all 733

i terns in the i tern banks for Modules 2 through 16 using the

i tern analysis data. The data collected on the Extended

Modules (numbers 3, 5, 7, and 11 through 16, see Figure 7)

was inconclusive due to the small number of test administra-

tions for these modules. The data for the Core Modules is

more extensive, but it is impossible to state categorically

what discrimination index separates "good" items from "bad".

The summary data on the 289 items in the Core Modules is

therefore presented in Table 9 in ranges of their observed

discrimination indices. This data indicates that a number

of items in the banks of these modules warrant scrutiny and

possible revision. The number of items in the lower dis-

crimination ranges might have been decreased if addi tional
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Table 9

OBSERVED RANGES OF DISCRIMINATION INDICES
FOR ITEMS IN THE CORE MODULES

N = 289

("di" denotes "discrimination index")

Range of the Number Percent
Discrimination Index of Items of Total

-1.0 <= di <= -0.1 23 8.0 %
-0.1 < di <= +0.1 87 30.1
+0.1 < di <= +0.3 82 28.4
+0.3 < di <= +0.5 58 20.1
+0.5 < di <= +0.7 24 8.3
+0.7 < di <= +1. 0 15 5.2

formative evaluation had been done before the banks were

released to the test sites.
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Chapter 5

DISCUSSION

Summary of Results

The data presented in Chapter 4 have shown that this

study was successful in designing, developing, and implemen­

ting a CMI system that could be installed by customers and

that could generate easily transportable usage data for

analysis. Due to the nature of the student population, the

study was not able to show conclusively that the CMI system

was easily usable by completely computer-naive learners.

Test history data showed that the system was suc­

cessful in forcing users to work through the module tests in

the prescribed hierarchy and in discouraging excessive test

taking. Test length and reliability data demonstrated that

a mastery algor i thm based on a sequential probabil i ty test

ratio was successful in reducing test lengths significantly

(on all tests except pretests on which mastery decisions

were made) without sacrificing reliability.
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General Comments

The customer field testing of a piece of computer

software is often a humbling exper ience for the software

developer because customers invariably uncover bugs and

oversights that require extensive reprogramming. The first

installation of The BASIC Pr imer was just such an exper i­

ence, but the author was able to "patch" the software in a

matter of hour s at the user si te. All of the required

corrections were made in a matter of days and delivery of

the revised software to the other two installations was made

on schedule. Once all three sites were up and running, only

one programming bug that affected users was uncovered during

the entire duration of the study (November 1978 through

January 1979). Thus, it may be said that consider ing the

number of possible problems that could have arisen, the

study itself went very smoothly.

A posteriori analysis of the data stored by the

system showed that more a pr ior i analysis should have been

done to improve the design of the system's data base. For

example, the exact numbers of extended pretests and extended

posttests should have been stored so that the ratio calcula­

tion in computing expected cell frequencies could have been

eliminated. In addition, this data would have simplified or

eliminated the "correction" process required to analyze the

test length data.
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Even with the CMI system, there was little control

over student motivation in the self-paced environment.

Dur ing the per iod of this study, 31 % of the students who

began the course completed the core modules. (Some of the

learners had just started the course when the final data was

collected, but others had definitely been working on it for

some time.) Thus, even though the CMI system was instru­

mental in assur ing that learning does take place for stu­

dents who choose to study the course, the question of moti­

vation was still largely unaddressed by this study. For

self-paced training to be truly effective, this question

must be addressed.

Another uncontrolled factor was the order in which

students studied the self-paced modules. The CMI system

only controlled the order in which students were tested on

the modules. Additional data might have been collected to

ascertain the sequence in which students studied, perhaps in

the form of an on-line questionnaire.

Directions for Future Study

The four sequential probability test parameters (PO'

PI' ~, and b) used in this study were fixed for both pre­

tests and posttests. Test length data indicates that these

data may have been a bit too stringent, especially for pre­

tests on which mastery decisions were made, which had a



median length of 29 items.
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Further research should be

conducted into varying the parameters so that the balance

between test length and reliability can be optimized.

As explained in Chapter 3, Po and PI were set at

different values for pretests and posttests. This intro­

duced an unnecessary complication in analyzing the test

length data because it made it difficul t to ascertain the

amount of the differences in median test lengths that was

attr ibutable to differences in error parameters alone. A

further study might be done in which Po and PI are held

constant on the two tests and only ~ and b are changed.

Since the test item banks were not precalibrated

before they were used at the test sites, it was impossible

to weight the i terns based on observed difficul ty indices.

A weighting algor i thm based on item type was therefore im­

plemented (cf. page 62). This algorithm has been criticized

on the grounds that 4-alternative multiple choice items may

not prove twice as difficult as true/false or yes/no items.

Fur ther analysis of this cr i tic ism is war ranted, incl ud ing

the more global question of using several types of items in

a single sequential probability test.

Another issue related to weighting is the varying

importance of objectives. In the current study, the impor­

tance of each objective (and therefore the probability of

selecting an item for that objective) was equal. A further
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study might modify the existing software to allow objec­

tives, as well as items to be weighted.

Due to the timing of the study and the uniqueness of

The BASIC Primer as a product of Digital Equipment Corpora­

tion, the training package was not used as part of any for­

mal course. It was used mainly for teacher training. While

its value in this type of environment was established, the

application of the CMI technique in a more structured course

environment could not be evaluated. Most of the studies

quoted in Chapter 2 were conducted in formal course environ­

ments, and fur ther research should be conducted using the

CMI system designed for this study to determine whether

course structure is a factor in its applicability.
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Appendix A

DIRECTIONS TO STUDENTS ON USING THE CMI SYSTEM

The pages that follow are an excerpt from Module 1

of The BASIC Primer, the Student Guide. These pages guided

students through learning how to use the CMI system. (This

excerpt is copyrighted by Digital Equipment Corporation.)
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NOTE: Please read the entire exercise BEFORE going
to the terminal.

Exercise lB: Using the CMI System

1. Log in to your computer system.

2. Type RUN CMI <ret>.

3. The computer should generate the display shown on
the facing page. If it does not, see your course
administrator for assistance.

4. The first question asks you to identify your self.
Since this is your first time on the CMI system,
you have not yet selected a code name. Therefore,
just press the RETURN key alone as the computer
requests.

5. The system will now ask you several questions to
register you for The BASIC Primer course. Read and
answer these questions. (NOTE: You may type in
either upper or lower case).

6. When the program has asked all of its registration
questions, it will tell you that it has created a
file containing your reg istration data. Ask your
course administrator to show you how to print this
file on paper. Mail the resultant output to:

Educational Services
Computer-Based Course Development Group
DIGITAL EQUIPMENT CORPORATION
Crosby Drive
Bedford, MA 01730

7. After you have printed your registration data and
put it in an envelope for mail ing, type RUN CMI
<ret> to run the CMI system again.

8. This time, when the system asks
yourself, type your code name.
press RETURN.)

you to identify
(Don't forget to

9. The system should recognize your code name, ask one
or two additional questions, and tell you that you
are registered for this terminal session.
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10. The system should then ask if you would like to see
your status on each of the modules.

11. Type Y <ret>. The system will print your name,
your course, and your status on each of the 16 mo­
dules. Your status should show that you have not
attempted any of the modules.

12. The system will then ask if you are ready for the
pretest for Module 1. Type ~ <ret>.

13. When it asks you if you have studied the mater ial
for this module yet, type ~ <ret>.

14. The system will identify the module to be tested
and print the first test item. This may be a true/
false item, a yes/no item, or a mul tiple choice
item. The display contains three sections, as
shown on the facing page.

15. Type the correct answer that is indicated in the
first sentence of the test i tern on your terminal
and press RETURN. The system will say "Correct"
and go on to the next item.

16. The directions at the top of your screen may
change, and the REVIEW option will be added to the
1 ist of options in Section 2 of the display. Be­
fore trying out those options, type an incorrect
answer for the item on your terminal and press
RETURN. The system will say "Incorrect" and go on
to the next test item.

17. Now let's look at the system's other features.
First, type a response that the system does not ex­
pect, for example, J <ret>. The system will print
a message and ask you to enter another answer. You
therefore do not have to worry about small typing
mistakes, they should not hurt your score.

18. Type SKIP <ret>. The system will print "OK" and go
on to the next test i tern. This option will save
you time in pretests, when you may see a number of
test items which you cannot answer.

19. Type REVIEW <ret>. As shown on the facing page,
the system will display the previous item, what you
answered, its judgement of that answer, and your
current score. You can continue typing REVIEW to
step back through the entire test. Try this, and
then press RETURN to get back to the item on which
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you first typed REVIEW.

20. The only option left is QUIT. Type QUIT <ret>.
The system will print "OK", pause, and then print a
final message. When the pr inting stops, the CMI
system has terminated, and returned you to the
BASIC operating system.

21. Type RUN CMI <ret> to run the CMI system once
again.

22. Identi fy your sel f wi th your code name, answer any
other questions that may be presented, and then ask
the system to display the status on your work.

23. Your status should show that you tried the pretest
for Module 1, but that you did not complete it sat­
isfactor ily. You must therefore take the posttest
for this module, so type! <ret> for this test.

24. The first item of the posttest will now be dis­
played in the same format as the pretest. The same
options are also available. Generally, the CMI
system presents between 3 and 30 items on a test.
Simply keep answer ing the i terns until the system
tells you that you have or have not mastered the
module being tested.

On this par ticular test you can type OK <ret>
to shortcut the testing procedure. This will
cause the system to tell you that you have mas­
tered Module 1 and can go on to Module 2. This
only works on the posttest for Module 1.

25. Type OK <ret>. The system will print several mes­
sages. Display your status on the modules and you
will see that you have been given credit for com­
pleting Module 1 satisfactorily.

26. The system will tell you that you have met the
prerequisi tes for Module 2. If you are now ready
to take this test, answer Y to the first question.
If you type N, the system will terminate the termi­
nal session and you can log off the system and try
it some other time. When you log back on, the sys­
tem will remember that you are ready for a test on
Module 2. It will not help you to guess on the
test items -- use the SKIP option instead. After
you take each test, follow the system's directions.
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Appendix B

TEST HISTORY DATA FOR WACHUSETT REGIONAL SCHOOL
DISTRICT AND RHODE ISLAND JUNIOR COLLEGE

The pages that follow contain computer listings of

the test history data for Wachusett Regional School District

and Rhode Island Junior College. The data for Falmouth High

School in Figure 14.
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Data for WACHUSETT REG'L. SCHOOL DIST. 02-Feb-79, page 19

TEST HISTORY DATA
-----------------

STUDENT 1

Mod 1 Normal Pretest 10-Nov-78 02:09 PM
Normal Posttest 10-Nov-78 02:49 PM
Normal Posttest 10-Nov-78 02:55 PM
Normal Pretest 24-Nov-78 11:15 AM

STUDENT 2

Mod 1 Normal Posttest 21-Nov-78 01:13 PM

Mod 2 Normal Pretest 21-Nov-78 01:18 PM
Normal Posttest 22-Nov-78 10:05 AM

Mod 3 Extended Posttest 22-Nov-78 10:11 AM

Mod 4 Normal Pretest 22-Nov-78 10:25 AM

Mod 5 Normal Posttest 30-Nov-78 01:59 PM

Mod 6 Normal Posttest 30-Nov-78 02:04 PM

Mod 7 Normal Pretest 01-Dec-78 12:17 PM

Mod 8 Extended Posttest 02-Jan-79 01:57 PM

STUDENT 3

Mod 1 Normal Pretest 21-Nov-78 10:11 AM
Normal Posttest 21-Nov-78 10:28 AM

Mod 2 Extended Posttest 21-Nov-78 01:36 PM

Mod 3 Normal Posttest 22-Nov-78 09:36 AM

Mod 4 Normal Pretest 22-Nov-78 09:48 AM
Normal Posttest 27-Nov-78 11:16 AM

Mod 5 Normal Pretest 27-Nov-78 11:25 AM

Mod 6 Extended Posttest 30-Nov-78 05:38 PM
Normal Posttest 05-Dec-78 10:55 AM



122

Data for WACHUSETT REG'L. SCHOOL DIST. 02-Feb-79, page 20

STUDENT 4

Mod 1 Normal Pretest 20-Nov-78 03:20 PM

Mod 2 Extended Posttest 20-Nov-78 03:40 PM

Mod 3 Normal Posttest 20-Nov-78 03:49 PM

Mod 4 Normal Posttest 20-Nov-78 03:56 PM
Normal Posttest 21-Nov-78 04:28 PM

Mod 5 Extended Pretest 22-Nov-78 09:49 AM
Normal Posttest 22-Nov-78 09:51 AM D = 2 min

Mod 6 Normal Posttest 22-Nov-78 09:59 AM

Mod 7 Normal Pretest 27-Nov-78 09:53 AM

Mod 8 Normal Pretest 27-Nov-78 10:03 AM

Mod 9 Extended Posttest 27-Nov-78 02:41 PM

Mod 10 Normal Pretest 27-Nov-78 03:13 PM
Normal Posttest 28-Nov-78 09:45 AM
Normal Posttest 28-Nov-78 09:47 AM D = 2 min
Normal Posttest 28-Nov-78 02:30 PM

Extended Posttest 28-Nov-78 02:31 PM D = 1 min
Normal Posttest 28-Nov-78 02:33 PM D = 2 min
Normal Posttest 28-Nov-78 02:38 PM D = 5 min

Extended Posttest 28-Nov-78 02:57 PM D = 19 min
Extended Posttest 28-Nov-78 03:06 PM D = 9 min
Extended Posttest 05-Dec-78 10:29 AM
Extended Posttest 05-Dec-78 05:08 PM
Extended Posttest 06-Dec-78 10:35 AM
Extended Posttest 06-Dec-78 04:10 PM

Mod 11 Extended Pretest 06-Dec-78 06:52 PM
Normal Posttest 07-Dec-78 01:35 PM

Mod 12 Normal Pretest 07-Dec-78 04:04 PM

Mod 11 Normal Posttest 08-Dec-78 10:17 AM

Mod 12 Normal Posttest 08-Dec-78 02:37 PM

Mod 13 Extended Pretest 08-Dec-78 05:23 PM
Normal Posttest 08-Dec-78 07:26 PM
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Data for WACHUSETT REG'L. SCHOOL DIST. 02-Feb-79, page 21

Mod 14 Normal Pretest 08-Dec-78 07:29 PM

Mod 15 Normal Pretest 08-Dec-78 07:41 PM

Mod 16 Normal Pretest 08-Dec-78 07:53 PM

STUDENT 5

Mod 1 Extended Pretest 21-Nov-78 10:35 AM
Normal Posttest 21-Nov-78 10:46 AM

Mod 2 Normal Pretest 29-Nov-78 01:53 PM
Normal Posttest 06-Dec-78 02:26 PM

Mod 4 Normal Pretest 06-Dec-78 02:37 PM

STUDENT 6

STUDENT 7

Mod 1 Normal Pretest 22-Nov-78 12:45 PM

Mod 2 Normal Pretest 22-Nov-78 12:51 PM

Mod 4 Normal Pretest 27-Nov-78 09:38 AM
Extended Post test 27-Nov-78 11:20 AM

Normal Posttest 28-Nov-78 09:42 AM

Mod 3 Normal Pretest 28-Nov-78 09:54 AM
Normal Posttest 28-Nov-78 11:34 AM

Mod 5 Normal Pretest 28-Nov-78 11:36 AM

Mod 6 Extended Pretest 29-Nov-78 11:34 AM
Normal Posttest 29-Nov-78 02:29 PM

Mod 3 Normal Posttest 30-Nov-78 09:54 AM
Normal Posttest 30-Nov-78 10:00 AM D = 6 min

Mod 5 Normal Posttest 30-Nov-78 10:05 AM

Mod 3 Extended Posttest 01-Dec-78 05:53 PM
Normal Posttest 06-Dec-78 05:04 PM
Normal Posttest 06-Dec-78 05:29 PM D = 25 min
Normal Posttest 06-Dec-78 05:31 PM D = 2 min
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Data for WACHUSETT REG'L. SCHOOL DIST. 02-Feb-79, page 22

Mod 5 Normal Posttest 06-Dec-78 05:36 PM

Mod 7 Extended Pretest 07-Dec-78 06:47 PM
Normal Posttest 07-Dec-78 06:59 PM D = 12 min

Mod 5 Normal Posttest 07-Dec-78 07:08 PM
Normal Posttest 08-Dec-78 07:47 PM
Normal Posttest l2-Dec-78 05:28 PM
Normal Posttest l2-Dec-78 05:50 PM D = 22 min
Normal Posttest l2-Dec-78 05:51 PM D = 1 min

Mod 8 Normal Pretest l2-Dec-78 05:57 PM
Extended Posttest l2-Dec-78 07:11 PM

Mod 9 Normal Pretest l3-Dec-78 01:39 PM
Normal Posttest l5-Dec-78 07:46 PM

STUDENT 8

Mod 1 Normal Pretest 22-Nov-78 12:17 PM

Mod 2 Normal Pretest 22-Nov-78 12:27 PM

STUDENT 9

Mod 1 Normal Pretest 07-Dec-78 04:18 PM

Mod 2 Extended Pretest 07-Dec-78 04:26 PM

Mod 3 Normal Pretest 07-Dec-78 04:44 PM

Mod 4 Normal Pretest 07-Dec-78 05:31 PM

STUDENT 11

Mod 1 Normal Pretest 08-Jan-79 02:41 PM

Mod 2 Normal Pretest 08-Jan-79 02:55 PM
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Data for WACHUSETT REG'L. SCHOOL DIST. 02-Feb-79, page 23

SUMMARY

Number of Normal Pretests = 32
Extended Pretests = 7

Total Number of Pretests = 39 (37.5%)

Number of Normal Posttests = 43
Extended Posttests = 16

Total Number of Posttests = 59 (56.7%)
-----

Total Number of Tests Taken = 104

Instances of Repeated Tests = 35
No. of Elapsed Times < 15 m = 10 (28.6%)
No. of Elapsed Times < 30 m = 13 (37.1%)
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Data for RHODE ISLAND JUNIOR COLLEGE 02-Feb-79, page 42

TEST HISTORY DATA
-----------------

STUDENT 1

Mod 1 Normal Pretest 15-Nov-78 12:20 PM
Normal Posttest 15-Nov-78 12:32 PM

Mod 2 Normal Pretest 15-Nov-78 12:36 PM
Normal Posttest 29-Nov-78 08:52 AM

Mod 4 Extended Pretest 29-Nov-78 09:33 AM
Normal Posttest 29-Nov-78 01:26 PM
Normal Posttest 12-Dec-78 08:30 AM

Mod 6 Normal Pretest 12-Dec-78 10:03 AM
Normal Posttest 12-Dec-78 11:00 AM

Mod 8 Normal Pretest 12-Dec-78 11:30 AM

Mod 9 Normal Pretest 12-Dec-78 01:13 PM

Mod 10 Normal Pretest 12-Dec-78 03:28 PM
Extended Posttest 13-Dec-78 09:20 AM

STUDENT 2

Mod 1 Normal Pretest 15-Nov-78 12:28 PM
Normal Posttest 15-Nov-78 12:48 PM
Normal Pretest 17-Nov-78 10:27 AM
Normal Posttest 17-Nov-78 10:38 AM

Mod 2 Normal Pretest 17-Nov-78 10:40 AM
Extended Posttest 03-Dec-78 10:01 AM

Mod 4 Normal Posttest 03-Dec-78 10:14 AM

Mod 6 Normal Posttest 03-Dec-78 10:23 AM
Normal Posttest 03-Dec-78 10:40 AM D = 17 min
Normal Posttest 03-Dec-78 10:56 AM D = 16 min

Mod 8 Extended Posttest 03-Dec-78 01:01 PM

Mod 9 Normal Post test 03-Dec-78 01:26 PM
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Data for RHODE ISLAND JUNIOR COLLEGE 02-Feb-79, page 43

Mod 10 Normal Posttest 03-Dec-78 02:01 PM

STUDENT 3

Mod 1 Normal Pretest 22-Nov-78 03:36 PM

Mod 2 Normal Posttest 22-Nov-78 03:50 PM

Mod 3 Extended Pretest 22-Nov-78 04:07 PM
Normal Posttest 24-Nov-78 08:52 AM

Mod 4 Normal Pretest 24-Nov-78 09:07 AM

Mod 5 Normal Pretest 24-Nov-78 10:25 AM

Mod 6 Extended Pretest 24-Nov-78 10:46 AM

Mod 8 Normal Pretest 27-Nov-78 03:58 PM

Mod 9 Normal Pretest 27-Nov-78 04:20 PM

Mod 10 Normal Pretest 28-Nov-78 01:44 PM
Extended Posttest 28-Nov-78 01:52 PM D = 8 min

Normal Posttest 28-Nov-78 01:58 PM D = 6 min
Normal Posttest 28-Nov-78 02:01 PM D = 3 min
Normal Posttest 29-Nov-78 05:29 PM

Mod 5 Extended Posttest 30-Nov-78 05:52 PM

Mod 7 Normal Pretest 30-Nov-78 06:20 PM

Mod 11 Normal Pretest 30-Nov-78 06:53 PM
Normal Posttest 30-Nov-78 07:14 PM D = 21 min

Mod 12 Normal Pretest 30-Nov-78 07:46 PM
Extended Posttest 01-Dec-78 08:01 AM

Normal Posttest 01-Dec-78 10:14 AM

Mod 13 Normal Pretest 01-Dec-78 10:35 AM
Normal Posttest 01-Dec-78 04:59 PM

Mod 14 Normal Posttest 01-Dec-78 05:42 PM

Mod 15 Extended Posttest 01-Dec-78 06:08 PM

Mod 16 Normal Posttest 01-Dec-78 06:48 PM
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Data for RHODE ISLAND JUNIOR COLLEGE 02-Feb-79, page 44

STUDENT 4

Mod 1 Normal Pretest 28-Nov-78 02:52 PM

Mod 2 Extended Posttest 02-Dec-78 09:19 AM

Mod 4 Normal Pretest 02-Dec-78 09:43 AM
Normal Posttest 02-Dec-78 10:21 AM

Mod 3 Normal Pretest 02-Dec-78 10:42 AM

Mod 4 Normal Posttest 02-Dec-78 10:43 AM

Mod 3 Extended Posttest 02-Dec-78 10:51 AM

Mod 6 Normal Posttest 06-Dec-78 04:40 PM
Normal Posttest 06-Dec-78 04:44 PM D = 4 min
Normal Posttest 06-Dec-78 05:11 PM D = 27 min

Mod 8 Normal Posttest 08-Dec-78 08:23 AM

Mod 3 Normal Posttest 08-Dec-78 08:34 AM

Mod 5 Normal Pretest 08-Dec-78 08:44 AM

Mod 7 Normal Pretest 08-Dec-78 08:48 AM
Normal Posttest 08-Dec-78 12:55 PM

Mod 9 Normal Pretest 08-Dec-78 01:02 PM

Mod 5 Extended Posttest 08-Dec-78 01:09 PM
Normal Posttest 08-Dec-78 01:13 PM D = 4 min

Mod 9 Normal Posttest 14-Dec-78 11:15 AM

Mod 10 Normal Pretest 14-Dec-78 11:30 AM
Normal Posttest 14-Dec-78 11:34 AM D = 4 min

Extended Posttest 14-Dec-78 11:47 AM D = 13 min
Normal Posttest 14-Dec-78 11:55 AM D = 8 min
Normal Posttest 16-Dec-78 10:12 AM

Mod 16 Normal Posttest 12-Jan-79 11:40 AM
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Data for RHODE ISLAND JUNIOR COLLEGE 02-Feb-79, page 45

STUDENT 5

Mod 1 Extended Pretest 28-Nov-78 03:01 PM

Mod 2 Normal Pretest 28-Nov-78 03:16 PM
Normal Posttest 04-Dec-78 05:48 PM

Mod 3 Normal Pretest 04-Dec-78 05:57 PM

Mod 4 Normal Pretest 04-Dec-78 06:03 PM
Extended Posttest 05-Dec-78 04:13 PM

Normal Posttest 05-Dec-78 04:31 PM D = 18 min
Normal Posttest 05-Dec-78 04:38 PM D = 7 min
Normal Posttest 05-Dec-78 04:48 PM D = 10 min
Normal Posttest 05-Dec-78 05:05 PM D = 17 min
Normal Posttest 05-Dec-78 05:07 PM D = 2 min
Normal Posttest 05-Dec-78 05:16 PM D = 9 min

Mod 6 Normal Pretest 05-Dec-78 05:32 PM
Normal Posttest 06-Dec-78 07:35 AM
Normal Posttest 06-Dec-78 08:06 AM

Mod 8 Extended Pretest 06-Dec-78 05:53 PM
Normal Posttest 06-Dec-78 06:31 PM

Mod 7 Normal Pretest 06-Dec-78 06:44 PM

Mod 5 Normal Pretest 06-Dec-78 06:47 PM

Mod 9 Normal Pretest 06-Dec-78 06:50 PM
Extended Posttest 08-Dec-78 07:30 AM

Normal Posttest 08-Dec-78 01:27 PM
Normal Posttest 13-Dec-78 04:02 PM
Normal Posttest 13-Dec-78 04:04 PM D = 2 min

Mod 10 Normal Pretest 13-Dec-78 04:31 PM
Extended Posttest 14-Dec-78 05:08 PM

Mod 3 Normal Posttest 16-Dec-78 09:13 AM

Mod 7 Normal Posttest 19-Dec-78 07:41 AM

Mod 15 Normal Pretest 19-Dec-78 12:48 PM

Mod 14 Normal Pretest 19-Dec-78 12:55 PM
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Data for RHODE ISLAND JUNIOR COLLEGE 02-Feb-79, page 46

Mod 11 Extended Pretest 19-Dec-78 01:00 PM

Mod 12 Normal Pretest 19-Dec-78 01:03 PM

Mod 13 Normal Pretest 19-Dec-78 01:06 PM

Mod 15 Normal Posttest 19-Dec-78 03:36 PM

STUDENT 6

Mod 1 Normal Pretest 28-Nov-78 03:43 PM

Mod 2 Normal Pretest 29-Nov-78 01:13 PM
Normal Posttest 01-Dec-78 02:39 PM

Mod 4 Normal Pretest 01-Dec-78 03:03 PM

STUDENT 7

Mod 1 Normal Pretest 29-Nov-78 12:01 AM
Normal Posttest 29-Nov-78 12:18 AM

Mod 2 Normal Pretest 01-Dec-78 11:10 PM
Extended Posttest 05-Dec-78 11:41 PM

Mod 4 Normal Pretest 06-Dec-78 12:07 AM
Normal Posttest 06-Dec-78 11:27 PM

Mod 6 Normal Pretest 07-Dec-78 12:02 AM
Normal Posttest 07-Dec-78 11:33 PM

Mod 8 Extended Pretest 08-Dec-78 12:04 AM
Normal Posttest Il-Dec-78 10:44 PM

Mod 9 Normal Pretest Il-Dec-78 11:06 PM
Normal Posttest 12-Dec-78 11:04 PM
Normal Posttest 13-Dec-78 09:21 PM

Extended Posttest 13-Dec-78 10:56 PM

Mod 10 Normal Pretest 13-Dec-78 11:47 PM
Normal Posttest 14-Dec-78 10:47 PM
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Data for RHODE ISLAND JUNIOR COLLEGE 02-Feb-79, page 47

STUDENT 8

Mod 1 Normal Pretest 29-Nov-78 10:43 AM
Normal Posttest 29-Nov-78 10:48 AM

Mod 2 Extended Pretest 29-Nov-78 10:51 AM

Mod 3 Normal Pretest 29-Nov-78 11:01 AM
Normal Posttest 29-Nov-78 12:53 PM
Normal Posttest 29-Nov-78 01:01 PM D = 8 min

Mod 4 Normal Pretest 29-Nov-78 01:25 PM

Mod 6 Extended Pretest 29-Nov-78 01:33 PM

Mod 8 Normal Pretest 29-Nov-78 01:53 PM

Mod 9 Normal Pretest 29-Nov-78 02:07 PM

Mod 10 Normal Pretest 29-Nov-78 02:39 PM

Mod 5 Normal Posttest 05-Dec-78 02:05 PM

Mod 7 Extended Posttest 05-Dec-78 02:17 PM

Mod 11 Normal Posttest 05-Dec-78 02:30 PM

Mod 12 Normal Posttest 05-Dec-78 02:44 PM

Mod 13 Normal Posttest 05-Dec-78 02:55 PM

Mod 15 Normal Posttest 05-Dec-78 03:05 PM

Mod 14 Extended Posttest 05-Dec-78 03:15 PM

Mod 16 Normal Posttest 06-Dec-78 11:12 AM

STUDENT 9

Mod 1 Normal Posttest 29-Nov-78 11:21 AM

Mod 2 Extended Posttest 29-Nov-78 11:22 AM

Mod 4 Normal Posttest 29-Nov-78 11:32 AM
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Data for RHODE ISLAND JUNIOR COLLEGE 02-Feb-79, page 48

Mod 5 Normal Posttest 29-Nov-78 11:46 AM

Mod 6 Normal Posttest 29-Nov-78 12:05 PM

Mod 8 Normal Posttest 29-Nov-78 08:51 PM

Mod 9 Extended Posttest 29-Nov-78 09:01 PM

Mod 10 Normal Posttest 29-Nov-78 09:15 PM

Mod 3 Normal Posttest 04-Dec-78 03:45 PM

Mod 7 Normal Posttest 04-Dec-78 03:55 PM

Mod 11 Normal Posttest 04-Dec-78 04:02 PM

Mod 12 Extended Posttest 04-Dec-78 04:10 PM

Mod 13 Normal Posttest 05-Dec-78 12:18 PM

Mod 14 Normal Posttest 05-Dec-78 12:44 PM

Mod 15 Normal Posttest 05-Dec-78 12:55 PM

Mod 14 Normal Posttest 05-Dec-78 03:57 PM

Mod 16 Extended Posttest 05-Dec-78 04:12 PM

STUDENT 10

Mod 1 Extended Pretest 29-Nov-78 11:33 AM
Normal Posttest 29-Nov-78 11:42 AM

Mod 2 Normal Posttest 30-Nov-78 11:17 AM

Mod 3 Normal Posttest 30-Nov-78 11:26 AM

Mod 4 Normal Posttest 30-Nov-78 11:31 AM
Extended Posttest 30-Nov-78 12:39 PM

Mod 6 Normal Pretest 01-Dec-78 11:26 AM
Normal Posttest 04-Dec-78 03:12 PM
Normal Posttest 04-Dec-78 03:54 PM

Mod 3 Normal Posttest 04-Dec-78 04:28 PM
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Data for RHODE ISLAND JUNIOR COLLEGE 02-Feb-79, page 49

Mod 6 Extended Posttest 05-Dec-78 12:48 PM

Mod 8 Normal Pretest 05-Dec-78 01:13 PM
Normal Posttest 05-Dec-78 01:24 PM D = 11 min

Mod 9 Normal Pretest 07-Dec-78 12:06 PM

Mod 10 Normal Pretest 07-Dec-78 12:53 PM
Extended Posttest 08-Dec-78 11:11 AM

Mod 5 Normal Posttest Il-Dec-78 03:01 PM

Mod 7 Normal Posttest Il-Dec-78 03:14 PM

Mod 11 Normal Posttest 12-Dec-78 11:14 AM

Mod 12 Normal Posttest 12-Dec-78 04:06 PM
Extended Posttest 18-Dec-78 06:07 PM

Mod 13 Normal Pretest 20-Dec-78 11:01 AM
Normal Posttest 20-Dec-78 11:13 AM D = 12 min

STUDENT 11

Mod 1 Normal Pretest 30-Nov-78 12:56 PM

Mod 2 Normal Pretest 04-Dec-78 10:52 AM

STUDENT 12

Mod 1 Normal Pretest 29-Nov-78 02:07 PM

Mod 2 Normal Pretest 01-Dec-78 02:46 PM

Mod 4 Normal Pretest 06-Dec-78 01:14 PM
Extended Posttest 06-Dec-78 02:11 PM

Mod 6 Normal Pretest 07-Dec-78 01:06 PM
Normal Posttest 08-Dec-78 12:58 PM
Normal Posttest 08-Dec-78 01:10 PM D = 12 min

Mod 8 Normal Pretest Il-Dec-78 01:54 PM
Extended Posttest Il-Dec-78 02:22 PM D = 28 min

Mod 9 Normal Pretest 13-Dec-78 10:00 AM
Normal Posttest 13-Dec-78 02:31 PM
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Data for RHODE ISLAND JUNIOR COLLEGE 02-Feb-79, page 50

Mod 10 Normal Pretest 14-Dec-78 01:55 PM

Mod 3 Normal Pretest 15-Dec-78 01:04 PM

Mod 5 Extended Pretest 19-Dec-78 01:34 PM

Mod 7 Normal Pretest 21-Dec-78 01:00 PM

Mod 12 Normal Posttest 12-Jan-79 10:05 AM
Normal Posttest 12-Jan-79 10:44 AM

Mod 13 Normal Posttest 17-Jan-79 08:32 AM

Mod 14 Extended Posttest 18-Jan-79 09:03 AM

STUDENT 13

Mod 1 Normal Pretest 29-Nov-78 03:41 PM
Normal Posttest 29-Nov-78 03:48 PM

Mod 2 Extended Pretest 29-Nov-78 03:50 PM
Normal Posttest 01-Dec-78 02:27 PM
Normal Posttest 01-Dec-78 02:42 PM D = 15 min

Mod 4 Normal Pretest 01-Dec-78 02:55 PM
Extended Posttest 05-Dec-78 03:20 PM

Normal Posttest 05-Dec-78 03:42 PM D = 22 min
Normal Posttest 05-Dec-78 03:45 PM D = 3 min
Normal Posttest 05-Dec-78 03:46 PM D = 1 min
Normal Posttest 06-Dec-78 02:26 PM
Normal Posttest 06-Dec-78 02:33 PM D = 7 min
Normal Posttest 06-Dec-78 02:47 PM D = 14 min
Normal Posttest 06-Dec-78 02:49 PM D = 2 min
Normal Posttest 06-Dec-78 03:05 PM D = 16 min
Normal Posttest 06-Dec-78 03:20 PM D = 15 min
Normal Posttest 06-Dec-78 03:27 PM D = 7 min
Normal Posttest Il-Dec-78 02:31 PM

Mod 6 Normal Pretest Il-Dec-78 02:58 PM
Normal Posttest 12-Dec-78 02:28 PM

Mod 8 Normal Pretest 12-Dec-78 02:54 PM

Mod 9 Normal Pretest 12-Dec-78 03:19 PM
Normal Posttest 13-Dec-78 03:22 PM
Normal Posttest 13-Dec-78 03:23 PM D = 1 min
Normal Posttest 13-Dec-78 03:34 PM D = 11 min
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Data for RHODE ISLAND JUNIOR COLLEGE 02-Feb-79, page 51

Normal Posttest 13-Dec-78 03:36 PM D = 2 min
Normal Posttest 13-Dec-78 03:40 PM D = 4 min

Mod 10 Normal Pretest 14-Dec-78 02:27 PM
Normal Posttest 15-Dec-78 01:41 PM

STUDENT 14

Mod 1 Normal Pretest 30-Nov-78 04:19 PM

Mod 2 Extended Pretest 30-Nov-78 09:41 PM
Normal Posttest 30-Nov-78 10:28 PM

STUDENT 15

Mod 1 Extended Pretest 01-Dec-78 03:18 PM
Normal Posttest 01-Dec-78 03:24 PM

Mod 2 Normal Pretest 01-Dec-78 03:26 PM
Normal Posttest 08-Dec-78 09:13 AM
Normal Posttest 14-Dec-78 10:22 AM

Mod 3 Extended Pretest 14-Dec-78 10:50 AM

STUDENT 16

Mod 1 Normal Pretest 04-Dec-78 01:36 PM
Normal Posttest 04-Dec-78 01:42 PM

Mod 2 Normal Pretest 04-Dec-78 01:45 PM
Normal Posttest 05-Dec-78 09:12 AM

Mod 4 Extended Pretest 05-Dec-78 09:18 AM

Mod 3 Normal Pretest 05-Dec-78 09:36 AM

Mod 5 Normal Pretest 05-Dec-78 12:55 PM

Mod 6 Normal Pretest 05-Dec-78 12:59 PM

Mod 8 Normal Pretest 05-Dec-78 01:07 PM

Mod 9 Extended Pretest 05-Dec-78 01:17 PM

Mod 7 Normal Pretest 05-Dec-78 01:33 PM
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Data for RHODE ISLAND JUNIOR COLLEGE 02-Feb-79, page 52

Mod 9 Normal Posttest 06-Dec-78 09:33 AM

Mod 10 Normal Posttest 06-Dec-78 09:37 AM

Mod 11 Extended Pretest 06-Dec-78 09:53 AM

Mod 12 Normal Pretest 07-Dec-78 11:41 AM

Mod 5 Normal Posttest 13-Dec-78 08:50 AM

Mod 7 Normal Posttest 13-Dec-78 09:03 AM

Mod 11 Normal Posttest 13-Dec-78 09:15 AM
Normal Posttest 14-Dec-78 01:56 PM
Normal Posttest 14-Dec-78 02:00 PM D = 4 min

Mod 12 Normal Posttest 18-Dec-78 04:20 PM

Mod 13 Normal Pretest 18-Dec-78 04:31 PM
Normal Posttest 19-Dec-78 01:26 PM

Mod 14 Extended Pretest 19-Dec-78 01:41 PM

Mod 15 Normal Posttest 19-Dec-78 03:47 PM

Mod 16 Normal Posttest 19-Dec-78 03:52 PM

STUDENT 17

Mod 1 Normal Pretest 04-Dec-78 01:36 PM
Normal Posttest 04-Dec-78 01:43 PM

Mod 2 Normal Pretest 04-Dec-78 01:47 PM
Extended Posttest 06-Dec-78 02:21 PM

Mod 4 Normal Posttest 13-Dec-78 02:05 PM

Mod 6 Normal Pretest 13-Dec-78 02:21 PM
Normal Posttest 19-Dec-78 12:22 PM
Normal Posttest 19-Dec-78 12:24 PM D = 2 min

Extended Posttest 19-Dec-78 12:29 PM D = 5 min

Mod 8 Normal Pretest 19-Dec-78 01:18 PM
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Data for RHODE ISLAND JUNIOR COLLEGE 02-Feb-79, page 53

STUDENT 18

Mod 1 Normal Pretest 05-Dec-78 10:13 AM

Mod 2 Normal Posttest 12-Dec-78 08:50 AM

Mod 3 Extended Pretest 12-Dec-78 09:22 AM

Mod 4 Normal Posttest 12-Dec-78 10:18 AM

STUDENT 19

Mod 1 Normal Pretest 05-Dec-78 10:36 AM
Extended Posttest 05-Dec-78 10:41 AM

Mod 2 Normal Pretest 05-Dec-78 10:43 AM

STUDENT 20

Mod 1 Extended Pretest 07-Dec-78 12:56 PM
Normal Posttest 07-Dec-78 01:06 PM

Mod 2 Normal Posttest 08-Dec-78 01:15 PM

Mod 3 Normal Pretest 12-Dec-78 12:39 PM

Mod 4 Normal Pretest 12-Dec-78 12:53 PM
Extended Posttest 14-Dec-78 10:59 AM

STUDENT 21

Mod 1 Normal Pretest 07-Dec-78 01:48 PM

STUDENT 22

Mod 1 Normal Pretest 13-Dec-78 10:35 AM

Mod 2 Normal Pretest 13-Dec-78 10:44 AM
Normal Posttest 13-Dec-78 12:11 PM

Mod 4 Extended Pretest 13-Dec-78 12:20 PM
Normal Posttest 13-Dec-78 01:22 PM
Normal Posttest 15-Dec-78 11:10 AM
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Data for RHODE ISLAND JUNIOR COLLEGE 02-Feb-79, page 54

Normal Posttest 15-Dec-78 11:13 AM D = 3 min
Normal Posttest 15-Dec-78 11:54 AM

Mod 6 Extended Pretest 19-Dec-78 08:07 AM
Normal Posttest 19-Dec-78 12:05 PM

Mod 8 Normal Pretest 19-Dec-78 12:18 PM
Normal Posttest 20-Dec-78 08:26 AM

Mod 9 Normal Pretest 20-Dec-78 08:31 AM

STUDENT 23

Mod 1 Normal Pretest 07-Dec-78 02:42 PM
Normal Posttest 07-Dec-78 03:02 PM

STUDENT 24

Mod 1 Normal Posttest 07-Dec-78 02:55 PM
Extended Posttest 07-Dec-78 03:03 PM

Mod 2 Normal Pretest 07-Dec-78 03:05 PM
Normal Posttest 13-Dec-78 03:08 PM

Mod 3 Normal Pretest 13-Dec-78 03:19 PM

Mod 4 Normal Pretest 13-Dec-78 03:29 PM
Extended Posttest 19-Dec-78 02:28 PM

Mod 6 Normal Pretest 19-Dec-78 02:56 PM
Normal Posttest 19-Dec-78 02:59 PM D = 3 min

Mod 7 Normal Pretest 19-Dec-78 03:13 PM

STUDENT 25

Mod 1 Extended Pretest 07-Dec-78 03:54 PM

Mod 2 Normal Pretest 07-Dec-78 04:08 PM
Normal Posttest 08-Dec-78 09:46 AM

Mod 4 Normal Posttest 08-Dec-78 11:19 AM

Mod 5 Normal Pretest 08-Dec-78 11:32 AM
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Data for RHODE ISLAND JUNIOR COLLEGE 02-Feb-79, page 55

Mod 6 Extended Pretest 08-Dec-78 02:10 PM
Normal Posttest Il-Dec-78 09:35 AM

Mod 8 Normal Pretest Il-Dec-78 09:43 AM

Mod 9 Normal Pretest 14-Dec-78 02:28 PM
Normal Posttest 14-Dec-78 04:21 PM

Mod 10 Extended Pretest 18-Dec-78 03:40 PM
Normal Posttest 19-Dec-78 12:44 PM
Normal Posttest 19-Dec-78 12:48 PM D = 4 min

Mod 3 Normal Pretest 20-Dec-78 12:16 PM

STUDENT 26

Mod 1 Normal Pretest 13-Dec-78 01:38 PM

Mod 2 Normal Pretest 13-Dec-78 01:54 PM

STUDENT 27

Mod 1 Normal Pretest 13-Dec-78 03:19 PM

Mod 2 Normal Pretest 13-Dec-78 03:32 PM

STUDENT 28

Mod 1 Normal Pretest 18-Dec-78 02:45 PM
Normal Posttest 18-Dec-78 02:50 PM

Mod 2 Extended Pretest 18-Dec-78 02:51 PM
Normal Posttest 18-Dec-78 07:41 PM

Mod 3 Normal Pretest 18-Dec-78 07:57 PM

Mod 4 Normal Pretest 18-Dec-78 08:20 PM
Normal Posttest 18-Dec-78 08:24 PM D = 4 min

Extended Posttest 19-Dec-78 12:32 PM
Normal Posttest 19-Dec-78 02:08 PM
Normal Posttest 19-Dec-78 02:19 PM D = 11 min
Normal Posttest 19-Dec-78 08:38 PM

Mod 9 Normal Pretest 12-Jan-79 11:46 AM
Extended Posttest 12-Jan-79 12:09 PM D = 23 min
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Data for RHODE ISLAND JUNIOR COLLEGE 02-Feb-79, page 56

Normal Posttest 12-Jan-79 12:51 PM

Mod 10 Normal Pretest 16-Jan-79 11:01 AM

STUDENT 29

Mod 1 Normal Pretest 20-Dec-78 11:13 AM
Extended Posttest 20-Dec-78 11:17 AM

Mod 2 Normal Pretest 20-Dec-78 11:19 AM

Mod 3 Normal Pretest 20-Dec-78 11:31 AM
Normal Posttest 21-Dec-78 01:22 PM

Mod 4 Normal Posttest 21-Dec-78 01:30 PM

Mod 5 Extended Pretest 21-Dec-78 01:50 PM

Mod 6 Normal Pretest 21-Dec-78 01:55 PM

STUDENT 30

Mod 1 Extended Posttest 15-Jan-79 01:18 PM

Mod 6 Normal Pretest 15-Jan-79 02:29 PM
Normal Posttest 15-Jan-79 02:57 PM D = 28 min

Mod 8 Normal Pretest 15-Jan-79 03:13 PM
Normal Posttest 15-Jan-79 03:30 PM D = 17 min

Mod 9 Extended Pretest 15-Jan-79 03:48 PM
Normal Posttest 15-Jan-79 03:57 PM D = 9 min
Normal Posttest 16-Jan-79 12:40 PM

Mod 10 Normal Pretest 16-Jan-79 01:11 PM

Mod 5 Normal Pretest 17-Jan-79 01:01 PM

Mod 7 Extended Pretest 17-Jan-79 02:19 PM
Normal Posttest 17-Jan-79 02:44 PM D = 25 min

Mod 11 Normal Pretest 17-Jan-79 02:59 PM
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Data for RHODE ISLAND JUNIOR COLLEGE 02-Feb-79, page 57

STUDENT 31

Mod 1 Normal Posttest 15-Jan-79 01:51 PM

Mod 8 Normal Pretest 15-Jan-79 02:00 PM
Normal Posttest 15-Jan-79 02:22 PM D = 22 min

Mod 9 Normal Pretest 15-Jan-79 02:40 PM

Mod 10 Extended Pretest 16-Jan-79 02:16 PM

STUDENT 32

Mod 1 Normal Posttest 17-Jan-79 10:48 AM

Mod 2 Normal Posttest 18-Jan-79 10:13 AM
Normal Posttest 18-Jan-79 10:29 AM D = 16 min

Extended Posttest 18-Jan-79 10:51 AM D = 22 min
Normal Posttest 18-Jan-79 11:19 AM D = 28 min

STUDENT 33

Mod 1 Normal Posttest 17-Jan-79 10:56 AM

Mod 2 Normal Posttest 18-Jan-79 10:04 AM
Extended Posttest 18-Jan-79 10:36 AM

STUDENT 34

STUDENT 35

Mod 1 Extended Posttest 17-Jan-79 01:30 PM
Normal Posttest 17-Jan-79 01:46 PM

STUDENT 36

Mod 1 Normal Posttest 18-Jan-79 11:36 AM

Mod 2 Normal Posttest 18-Jan-79 11:53 AM
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Data for RHODE ISLAND JUNIOR COLLEGE

SUMMARY

02-Feb-79, page 58

Number of Normal Pretests = 131
Extended Pretests = 31

Total Number of Pretests = 162 (41.0%)

Number of Normal Posttests = 190
Extended Posttests = 43

Total Number of Posttests = 233 (59.0%)

Total Number of Tests Taken =

Instances of Repeated Tests =
No. of Elapsed Times < 15 m =
No. of Elapsed Times < 30 m =

395

133
36 (27.1%)
55 (41.4%)
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Appendix C

TEST LENGTH DATA FOR INDIVIDUAL SITES

The data in this appendix is the raw data from which

Figure 14 (page 87) was created. It shows the distribution

of tests for each of the possible test lengths (1 to 30

items) and summary statistics.
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Data for WACHUSETT REG'L. SCHOOL DIST. 02-Feb-79, page 40

SUMMARY TEST LENGTH DATA for Modules 2 through 16

No. of Pretests = 35
No. of Posttests = 54
Total No. of Tests = 89

No. of Extended Masters = 4
No. of Extended Non-Masters = 8
Total No. of Extended Tests = 12

Test
Length
in No.
Items

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30

No. of
Pretest
Masters

o
o
o
o
o
o
o
o
o
o
o
o
o
1
1
o
1
o
o
o
1
1
o
o
o
1
o
1
o
4

No. of
Pretest

Non-
Masters

5
1
1
1
o
3
o
1
1
o
1
1
1
1
1
o
o
o
1
o
1
1
o
o
o
o
1
o
o
2

No. of
Posttest
Masters

o
o
o
o
o
o
o
o
1
4
1
o
3
1
o
o
o
1
1
1
1
o
o
o
o
o
o
1
o

11

No. of
Posttest

Non-
Masters

4
2
2
4
3
2
1
1
2
o
o
o
1
o
o
1
o
o
o
o
2
o
o
o
o
o
o
o
o
3

Total
No. of

Masters
o
o
o
o
o
o
o
o
1
4
1
o
3
2
1
o
1
1
1
1
2
1
o
o
o
1
o
2
o

15

Total
No. of

Non-
Masters

9
3
3
5
3
5
1
2
3
o
1
1
2
1
1
1
o
o
1
o
3
1
o
o
o
o
1
o
o
5

Actual
Totals: 11

Corrected
Totals: 10

Statistics:
Mean 23
Median 22

24

17

11
11

26

23

20
19

28

21

7
5

37

33

21
21

52

38

9
6
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Data for RHODE ISLAND JUNIOR COLLEGE 02-Feb-79, page 75

SUMMARY TEST LENGTH DATA for Modules 2 through 16

No. of Pretests = 138
No. of Posttests = 227
Total No. of Tests = 365

No. of Extended Masters = 29
No. of Extended Non-Masters = 27
Total No. of Extended Tests = 56

Test
Length
in No.
Items

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30

No. of
Pretest
Masters

o
o
o
o
o
o
o
o
o
o
1
1
1
o
o
o
o
o
o
1
o
1
o
1
o
o
1
1
5

18

No. of
Pretest

Non­
Masters

10
1
9
8
5
3

10
2
5
3
4
1
2
3
2
1
2
2
2
2
1
3
1
1
1
1
1
2
3

16

No. of
Posttest
Masters

o
o
o
o
o
o
o
2
8
5
6
2
5
3
5
4
7
8
8
3
3
o
4
6
2
2
2
3
4

42

No. of
Posttest

Non­
Masters

22
3
7
8
2
4
2
4
2
2
2
3
1
3
o
1
1
o
2
2
2
1
o
1
o
1
3
3
1

10

Total
No. of

Masters
o
o
o
o
o
o
o
2
8
5
7
3
6
3
5
4
7
8
8
4
3
1
4
7
2
2
3
4
9

60

Total
No. of

Non­
Masters

32
4

16
16

7
7

12
6
7
5
6
4
3
6
2
2
3
2
4
4
3
4
1
2
1
2
4
5
4

26

Actual
Totals: 31

Corrected
Totals: 22

Statistics:
Mean 26
Median 29

107

81

11
9

134

114

20
19

93

61

11
9

165

136

21
20

200

142

11
9
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02-Feb-79, page 102

SUMMARY TEST LENGTH DATA for Modules 2 through 16

No. of Pretests
No. of Posttests
Total No. of Tests

= 43
= 116
= 159

No. of Extended Masters =
No. of Extended Non-Masters =
Total No. of Extended Tests =

13
14
27

Test
Length
in No.
Items

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30

No. of
Pretest
Masters

a
a
a
a
a
a
a
a
a
a
1
a
a
a
a
a
a
a
a
a
a
a
a
a
a
a
a
a
a
3

No. of
Pretest

Non-
Masters

4
a
3
1
5
2
3
1
3
a
3
a
a
a
a
a
a
1
1
1
1
a
1
a
a
a
a
4
a
5

No. of
Posttest
Masters

a
a
a
a
a
a
a
2
a
5
3
1
2
a
a
1
a
3
a
1
1
1
a
3
1
4
1
1
1

31

No. of
Posttest

Non-
Masters

4
2
2
6
6
3
1
2
2
2
2
1
3
a
a
a
a
2
a
2
a
1
1
1
a
a
a
1
2
8

Total
No. of

Masters
a
a
a
a
a
a
a
2
a
5
4
1
2
a
a
1
a
3
a
1
1
1
a
3
1
4
1
1
1

34

Total
No. of

Non-
Masters

8
2
5
7

11
5
4
3
5
2
5
1
3
a
a
a
a
3
1
3
1
1
2
1
a
a
a
5
2

13

Actual
Totals: 4

Corrected
Totals: 3

Statistics:
Mean 24
Median 30

39

30

11
8

62

50

23
26

54

42

10
8

66

53

23
26

93

72

11
8
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Appendix D

TEST RELIABILITY DATA FOR INDIVIDUAL SITES

This data, like that in Appendix C, is the raw data

for the summary that was presented and discussed in the body

of the disser tation. The test r e I iabil i ty data for all

si tes combined was presented in Table 7 on page 91 and

discussed on pages 90 to 95.
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DATA FOR WACHUSETT REG'L. SCHOOL DIST.
======================================

02-Feb-79

TEST TIME DATA

Total Student On-Line Time
Number of Student Logins

Total Student Testing Time
Number of Tests Administered

Average Time per Test
Average Login Overhead

Number of Test Items Presented
Average Time per Item

15 hours, 41 minutes
86

11 hours, 1 minutes
108

6.1 minutes
42.4 %

1271
31.2 seconds

Pretest Fraction = 0.273

TEST RELIABILITY DATA

Posttest Fraction = 0.727

SUMMARY: MODULES 2-16 EARLY DECISION

o = Observed
E = Expected

EXTENDED
DECISION

Master Non-Master
+------------+------------+
I I I

Master I 0 = 4 I 0 = a I
IE = 3.827 IE = 0.732 I
I I I
+------------+------------+
I I I

Non- I 0 = a I 0 = 8 I
Master I E = a.173 I E = 7.268 I

I I I
+------------+------------+

4

8

4 8 N = 12

% Agreement = 1. 000 Avg. Item Saving = 8.8 items
Kappa = 1.000 Avg. Time Saving = 4.4 min.

Phi = 1. 000 % TF and YN Items = 28.7 %
G = 1. 000 % MC4 Items = 60.4 %

Chi Square = 0.986 % MC5 Items = 11.0 %
Not Sig. at .05
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DATA FOR RHODE ISLAND JUNIOR COLLEGE
====================================

02-Feb-79

TEST TIME DATA

Total Student On-Line Time
Number of Student Logins

Total Student Testing Time
Number of Tests Administered

Average Time per Test
Average Login Overhead

Number of Test Items Presented
Average Time per Item

124 hours, 9 minutes
343

85 hours, 46 minutes
420
12.3 minutes
44.7 %

6585
46.9 seconds

Pretest Fraction = 0.406

TEST RELIABILITY DATA

SUMMARY: MODULES 2-16

Posttest Fraction = 0.594

EARLY DECISION

o = Observed
E = Expected

EXTENDED
DECISION

Master Non-Master
+------------+------------+
I I I

Master I 0 = 27 I 0 = 2 I
I E = 25.924 I E = 2.474 I
I I I
+------------+------------+
I I I

Non- I 0 = 0 I 0 = 27 I
Master I E = 1.076 I E = 26.526 I

I I I
+------------+------------+

29

27

27 29 N = 56

% Agreement = 0.964 Avg. Item Saving = 11. 0 items
Kappa = 0.929 Avg. Time Saving = 6.8 min.

Phi = 0.931 % TF and YN Items = 28.7 %
G = 0.929 % MC4 Items = 60.4 %

Chi Square = 1.220 % MC5 Items = 11.0 %
Not Sig. at .05
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DATA FOR FALMOUTH HIGH SCHOOL
=============================

02-Feb-79

TEST TIME DATA

Total Student On-Line Time
Number of Student Logins

Total Student Testing Time
Number of Tests Administered

Average Time per Test
Average Login Overhead

Number of Test Items Presented
Average Time per Item

36 hours, 4 minutes
230

27 hours, 56 minutes
180

9.3 minutes
29.1 %

3044
33.0 seconds

Pretest Fraction = 0.267 Posttest Fraction = 0.733

TEST RELIABILITY DATA

SUMMARY: MODULES 2-16 EARLY DECISION

o = Observed
E = Expected

EXTENDED
DECISION

Master Non-Master
+------------+------------+
I I I

Master I 0 = 12 I 0 = 1 I
I E = 11.480 I E = 1.376 I
I I I
+------------+------------+
I I I

Non- I 0 = 0 I 0 = 14 I
Master I E = 0.520 I E = 13.624 I

I I I
+------------+------------+

13

14

12 15 N = 27

% Agreement = 0.963 Avg. Item Saving = 13.6 items
Kappa = 0.926 Avg. Time Saving = 5.7 min.

Phi = 0.928 % TF and YN Items = 28.7 %
G = 0.926 % MC4 Items = 60.4 %

Chi Square = 0.657 % MC5 Items = 11.0 %
Not Sig. at .05
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DATA FOR ALL SITES COMBINED
===========================

02-Feb-79

TEST TIME DATA

Total Student On-Line Time
Number of Student Logins

Total Student Testing Time
Number of Tests Administered

Average Time per Test
Average Login Overhead

Number of Test Items Presented
Average Time per Item

175 hours, 54 minutes
659

124 hours, 43 minutes
708
10.6 minutes
41. 0 %

10900
41.2 seconds

Pretest Fraction = 0.345

TEST RELIABILITY DATA

SUMMARY: MODULES 2-16

Posttest Fraction = 0.655

EARLY DECISION

o = Observed
E = Expected

EXTENDED
DECISION

Master Non-Master
+------------+------------+
I I I

Master I 0 = 43 I 0 = 3 I
I E = 41. 221 I E = 4.583 I
I I I
+------------+------------+
I I I

Non- I 0 = 0 I 0 = 49 I
Master I E = 1.779 I E = 47.417 I

I I I
+------------+------------+

46

49

43 52 N = 95

% Agreement = 0.968 Avg. Item Saving = 11.5 items
Kappa = 0.937 Avg. Time Saving = 6.2 min.

Phi = 0.939 % TF and YN Items = 28.7 %
G = 0.937 % MC4 Items = 60.4 %

Chi Square = 2.456 % MC5 Items = 11.0 %
Not Sig. at .05
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